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Foreword

It could be argued that the greatest discoveries for 
humanity, the next frontier, will not be in quantum 
technology or space, but will instead be those 
that help us to better understand our own minds. 
The COVID-19 crisis, alongside the extraordinary 
political, economic and social disruptions of 2020, 
have exposed an enduring silent epidemic and 
greatly accelerated the need for a properly funded 
and functioning global mental health ecosystem. 
The technology required to unlock that next level 
of research in mental health, and scale access to 
treatments for 8 billion minds, is only just starting 
to be developed. Yet while disruptive technology 
in mental health has the potential to drive 
enormous health, social and economic change, 
it also presents the opportunity for misuse and 
mistreatment. To meet the challenge, these tools will 
need to be safe, clinically validated and trusted.

Essential considerations for governments, health 
system owners and civil society are how to make 
sure innovations and technologies are harnessed 
and regulated to accelerate growth and improve 
outcomes. How can governments and stakeholders 
approach governance in a way that will account 
for the unique challenges of AI in mental health, 
navigating culturally different approaches, 
dealing with product agility and ensuring they are 
incentivizing, not punitive? How can health system 

owners and innovators work together to inspire 
trust in the next wave of digital services that will play 
an important role in how society, economies and 
businesses reset in a post-COVID world?

These questions provided a need and an 
opportunity for an impact-driven partnership 
between the World Economic Forum and Deloitte, 
focused on creating a policy framework to guide 
leaders towards crafting successful policies on 
technology and mental health, and an ethical 
framework to assist innovators in working with 
their consumers to solve moral dilemmas. The 
collaboration is part of a larger World Economic 
Forum initiative, the Great Reset, that explores how, 
as the world undergoes transformation, the ability 
to harness and disseminate disruptive technology 
will play a vital role in ensuring our recovery from the 
pandemic and the avoidance of future crises.

This partnership’s ambition for mental health is a 
world where every person may realize their desired 
emotional, psychological and social potential. In 
mental health, trust is more than the mitigation of 
risks of unethical and malicious uses, it is working 
with communities to act responsibly. Not only is this 
the start of that journey – which will not be easy – 
but we have a clear medical, moral and economic 
imperative to do better.

Disruptive technology in mental health 
provides an opportunity to create 
breakthrough solutions that improve mental 
health and well-being outcomes on a 
greater scale than ever before.

Stephanie Allen 
Global Health Care Sector 
Leader, Deloitte Global, 
Australia

Arnaud Bernaert 
Head of Global Health and 
Healthcare, World Economic 
Forum, Geneva

Global Governance 
Toolkit for Digital Mental Health

April 2021
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Trusted, strategic and safe digital mental
health and well-being services

Ensure that digital mental health and well-
being services can be accepted as reliable and 
safe by consumers, promoted by clinicians 
and trusted by governments and healthcare-
system owners so they can be supported and 
strategically integrated

Principles and standards

Cultivate trust through common ethical principles 
and standards that safeguard the needs of 
consumers, clinicians and healthcare systems

Drive action

Demonstrate results by piloting with innovators, 
governments and health-system owners and seeing 
widespread adoption of our principles and standards

Executive summary

Between a quarter and a half of the global 
population is affected by a mental disorder at 
some point in life.1 The human cost is immense: 
800,000 people commit suicide every year. 
Suicide is a leading cause of death among young 
people. People suffering from untreated mental 
health disorders are unable to realize their desired 
potential and are all too often exposed to a wide 
range of human rights violations.2 Between 2011 
and 2030, the cumulative economic output loss 
associated with mental disorders is projected 
to be $16.3 trillion worldwide.3 The secondary 
consequences of mental ill-health are estimated 
to cost employers $2,000 per employee per year 
from presenteeism (i.e. being present but unable 
to focus), absenteeism and unnecessary turnover.4 
The direct and indirect costs can amount to 5% of 
a country’s GDP.

In recent times, major health, climate and political 
crises, such as the COVID-19 pandemic and the 
2020 bush fires, have highlighted and exacerbated 
the world’s mental health challenges. Public health 
agencies have warned that a wave of depression, 

suicide and other mental ill-health issues is on the 
horizon.5,6 COVID-19 has also accelerated digital 
innovation at an unprecedented rate, transforming 
services and offering a huge opportunity to move 
forward with changes in the mental health system.

Disruptive technology – such as artificial intelligence 
and machine learning (AI/ML), digital reality (DR), 
blockchain and the cloud – is ushering in a new 
era of productivity and operations for consumers, 
industries and organizations.7 Disruptive technology 
also offers a tremendous opportunity to improve 
global mental health systems, making them more 
affordable and more easily scaled, particularly for 
countries and people without adequate access to 
such services. Technology has transformed finance, 
transport, tourism, education and media industries 
beyond recognition over the past 20 or even 10 
years, and it is set to transform the mental health 
sector as well.8 There are more than 10,000 apps 
related to mental health in the Apple App Store and 
the Google Play Store.9 The overwhelming majority 
of those 10,000 apps, it should be noted, are not 
currently evidence-based.10

Mental health and behavioural health 
disorders impose a significant and under-
recognized burden on the global healthcare 
system, affecting social needs, basic human 
rights and the economy.

Guiding purposes
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Much disruptive technology in digital mental health 
solutions, however, raises new ethical questions 
about safety, efficacy, equity and sustainability. 
Who is deciding whether a psychologist chatbot 
is trained and optimized for a consumer’s mental-
health outcomes or for the use and profitability 
of the service? Who is ensuring that a person’s 
mental health-related information is not being used 
unscrupulously by advertising, insurance or criminal 
justice systems? Questions such as these are 
troubling in the light of current regulatory structures.

The primary purpose of this toolkit is to provide 
governments, regulators and independent 
assurance bodies with the tools to develop, 
adopt and engage standards and policies that 
address major ethical concerns, thereby protecting 
consumers, enabling them to assess quality mental 
healthcare more easily, helping them make more 
informed choices about their own mental health and 
encouraging the strategic growth of safe, ethical 
and effective digital mental health services. The 
toolkit is also intended to provide governments, 
businesses and service vendors with a guide 
to operating ethically and safely. It does this by 
exploring the current and future opportunities and 
ethical issues presented by disruptive technology 
in mental health, and offering a framework of 
governance principles, standards and processes 
that may be adopted by stakeholders as a code 
of ethics, as regulatory standards or simply as a 
kitemark of compliance, with a means for adapting 

these to the cultural, legal, medical and clinical 
situations in different jurisdictions.

This toolkit is unique in, first, promoting broader 
ethical, clinical, technical and human mental health 
domains based on shared goals and values; second, 
addressing a broad scope of disruptive technology 
in mental health and well-being; and, third, being 
designed to have a global effect with practical 
and implementable recommendations. There are 
early pilots already in play. The toolkit enables 
stakeholders to validate and develop digital mental 
health services that are safe, strategic and ethical, by 
focusing on the means of developing trust in digital 
mental health services through assurance schemes 
and transparency. Trusted services are defined as 
those upholding the values of being effective, ethical, 
equitable, safe, sustainable, trustworthy and usable. 
Encouraging consumer trust in the services will 
support higher engagement and better outcomes. 
If clinicians can trust in these services, they will 
recommend or prescribe them more frequently and 
may integrate these services into their practice, 
potentially increasing their own practice’s reach, 
affordability and effectiveness. Building trust in these 
services will empower businesses and communities 
to invest in them and incorporate them into health 
systems, to be more holistic in approach, offer 
services based on consumer needs, scale services 
to more people, provide more affordable options and 
enable improved data-driven decision-making for 
better population health and well-being outcomes.

Guiding principles

Beneficial intent

We imagine a world in which everyone can access 
services that support them to reach their desired 
emotional, social and psychological potential

Community openness

This toolkit is shaped with opinions from a broad 
spectrum of stakeholders across countries and 
cultures with differing levels of maturity, including 

consumers, innovators and those in the public 
sector, business, healthcare sector and academia. 
The intention is for wide, open release for everyone. 
We recognize that perspectives will diverge and we 
seek bipartisan support

Peer review

We validate our work with experts in the field, 
encouraging respectful debate to strengthen our 
collective thinking
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The primary goal is to persuade government 
health departments and health regulators 
to pilot and adopt principles and standards 
that encourage the safe, ethical and strategic 
implementation of digital mental health services 
in their respective jurisdictions. The potential 
impact is the adoption of services that offer low-, 
middle- and high-income populations access to 

scalable, effective, affordable and needs-based 
services. The toolkit also provides foundational 
insights vital to understanding the levers available 
to develop incentives for growth, make more 
strategic commissioning decisions, and augment 
and integrate with existing healthcare models for 
a more holistic, seamless mental and behavioural 
health system.

Government and regulators

This toolkit also provides healthcare and insurance 
organizations with rubrics to understand digital 
mental health services and the core components 
to be considered in order to assess, build 
and integrate high-quality digital mental health 

services. The principles are fundamental to 
making successful commissioning and investment 
decisions, creating effective combined models of 
care and encouraging safe innovation in approaches 
to consumers’ mental and behavioural health.

Healthcare and insurance organizations

By bringing together the views of consumers, 
clinicians, innovators, government and healthcare 
providers, this toolkit offers a roadmap for digital 
mental health innovators and vendors to create 
trusted services. The standards detail the potential 

critical interests of those stakeholders. When these 
standards are applied to their services, they are the 
means to exceed consumers’ expectations and 
accelerate opportunities for adoption, investment 
and integration.

Digital mental health innovators and vendors

Organizations have an opportunity to increase 
productivity, attract better personnel and reduce 
insurance risks by adopting improved employee 
mental health and well-being programmes, with a 
return on investment of between 2.3 and 5.7 

to 1.12,13 This toolkit provides businesses with the 
tools needed to understand the core attributes used 
to assess and integrate innovative, efficient and 
effective digital mental health apps and services into 
employee well-being programmes and practices.

Businesses and employers

The ultimate purpose of this toolkit is improving 
access to services that will enable all consumers 
around the world to meet their desired 
emotional, social and psychological potential. 

Communities may use these principles to 
advocate for, and make the best use of,
state-of-the-art services to pursue their mental 
health goals.

Consumers and communities

What is the role of this toolkit?

Who will find this toolkit useful?

Building on the World Economic Forum report 
Empowering 8 Billion Minds: Enabling Better 
Mental Health for All via the Ethical Adoption of 
Technologies,11 this toolkit seeks to help improve the 
accessibility, quality and safety of services that support 
all members of society to meet their desired emotional, 
social and psychological potential by helping users to:

 – Understand the potential for digital mental health 
services in improving the mental and behavioural 
health of all people

 – Develop principles and standards for the safe, 
ethical and strategic implementation of digital 
mental health services

 – Adapt, pilot and adopt these standards and 
principles in countries, jurisdictions and health 
systems across the globe

 – Improve access, effectiveness, quality and safety 
of digital mental health solutions by adopting 
better practices and standards

 – Make strategic investment and incentivization 
decisions in the global digital mental health 
ecosystems to encourage its growth

 – Make informed decisions to incorporate digital 
mental health tools into a health system, workplace, 
community, product or service seamlessly
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Navigating the toolkitF I G U R E  1

- Other examples of governance efforts and lessons learned

6. Governance pilots
Where has it been done before?

1. Digital mental health
What is disruptive technology in 
mental health?

- Our shared goals and values for digital mental health
- Standards for digital mental health

What does quality, safety and 
effectiveness look like?

- Operate ethically in our communities and solve new moral challenges

3. Ethical AI in mental health
How can we solve ethical dilemmas, in 
partnership with our communities?

- Creating a policy framework for governance
- Enforcing regulation and standards
- Organizational structures for governance

4. Policy governance
How do we transform standards 
into a system of governance?

- Target operating model
- Incentivizing innovation

5. Incentivizing innovation
What about scaling and growth?

2. Goals, values and standards
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Digital mental health1

What are the challenges to improving global 
mental health? Here we define disruptive 
technology in mental health and how it will 
shape our future.

Below: Gremlin, GettyImages
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Challenges to achieving better global mental 
health outcomes

Although some governments, employers, insurers 
and care providers are starting to invest in 
addressing mental health crises, there are significant 
global and local barriers to positive change. Below 

we explore some of those challenges before 
discussing how digital mental health approaches 
can play their part in addressing global mental 
health and well-being.

Disruptive technology in mental health provides 
an opportunity to find breakthrough solutions that 
improve mental health and well-being outcomes 
on a greater scale than ever before. This section 
provides insights into the challenges to improving 

global mental health and defines disruptive 
technology in mental health, describing how this 
new mental health technology will shape the future 
and explaining the ethical concerns being raised 
about these new tools and services.

1. Stigma, discrimination and absence of legal 
and medical protections
Around the world, individuals struggling with mental 
ill-health commonly face a far greater degree of 
stigma and discrimination than those with physical 
health conditions.14 In many cases, the stigma 
means people are less willing to seek treatment or 
share their personal information with mental health 
professionals. In some cases, the discrimination 
leads to isolation, unemployment, criminalization, 
abuse of fundamental human rights through forced 
restraints, physical violence, sexual violence and 
torture and even premature mortality.15 While the 
United Nations16 and the World Health Organization17 
have recognized mental health as a universal human 
right, in places where mental health conditions are 
not universally recognized as a legitimate condition, 
current legal and medical frameworks do not 
effectively protect the best interests, or even the 
basic human rights, of individuals suffering from 
mental distress. This is especially so where their 
mental disorders profoundly interfere with their 
capacity to make informed decisions, resulting 
in unproved medical interventions, neglect, 
punishment, violence and criminal incarceration.

2. Chronic underspending, inaction and lack of 
access 
The financial resources allocated by governments 
for mental health are alarmingly low. Development 

assistance for mental health has never exceeded 
1% of global health development assistance,18 and 
it does not come close to the expected $16 trillion 
negative economic impact that mental ill-health will 
have on the global economy between 2010 and 
2030.19 In the European Union (EU), mental health 
expenditure ranges from 2% to 14% of total health 
expenditure,20 which falls universally short of the 
19.5% total Disability Adjusted Life Years (DALY) 
health burden accounted for by mental disorders 
in the EU.21 As a consequence, the majority of 
the world’s population lack access to affordable, 
effective, timely and appropriate mental healthcare. 
In low-income countries, the number of mental 
health workers can be as low as two per 100,000 
people22 and in the United States, more than 100 
million people live in communities designated as 
“health professional shortage areas” for mental 
health professionals.23 It is not just a matter of a gap 
in access to treatment; experts also call attention 
to the quality gap, where lack of oversight leads 
to the promotion of unproven treatments; and the 
prevention gap, where there is a lack of investment 
across the board in awareness, early interventions, 
preventative and protective measures.24

3. Subscale and isolated healthcare systems
The traditional responses to mental ill-health – 
including professionally delivered talking therapies, 
prescription of pharmaceuticals, voluntary and 

Major challenges faced in achieving better global mental health outcomesF I G U R E  2

1.1

Stigma, 
discrimination 
and absence of 
legal and medical 
frameworks 

1
Chronic 
underspend, 
inaction and lack 
of access 

2
Subscale and 
siloed healthcare 
systems 

3 4
Changing 
determinants 
of mental health 

5
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Disruptive technology in mental health refers 
to innovative technology-based solutions that 
significantly change the way societies prevent, 
identify, diagnose, treat and support mental health 
and wellness. Disruptive technology in mental 
health is broad and diverse and includes:

 – Emerging technology, such as computational 
psychiatry, virtual assistants, voice tracking 
of mood and implantable neurological nano 
devices, which are creating completely novel 
breakthrough solutions in mental health

 – Mature digital mental health and eMental health 
solutions, such as guided self-help online 
treatments, telehealth and online information 
material, which are evolving traditional mental 
health models of care

“eMental health” is a phrase that grew 
alongside the usage of the term “eHealth” 
and is typically used to refer to more clinically 
based mental health solutions. Using the WHO 
definition of eHealth as a basis,30 we can define 
eMental health as the use of information and 
communication technologies for the provision of 
mental health services.

The term “digital mental health”, or “digital 
behavioural health”, has grown in popularity 
recently and is used more broadly to encapsulate 
eMental health while including other technologies 
that help improve a consumer’s mental health and 
overall wellness. Digital mental health refers to 
any services, accessed through a digital platform, 
that aim to prevent or treat mental health 
disorders or promote the well-being of people.

involuntary hospitalization and surgical interventions 
– often fail to meet the mental health demands 
being presented in high-income countries.25, 26 
When considering low-income countries that lack 
any existing mental health infrastructure, this model 
presents a high financial and time investment barrier.

As with physical health, systems of data gathering 
and sharing are imperfect across mental healthcare 
systems, making it harder to gather the required 
data to make clinical mental health decisions or refer 
consumers, and more difficult to create the links with 
other health initiatives, all leading to mental disorders 
being underreported or misreported.27

Advocacy for global mental health is threatened 
by the fragmentation of opinion in constituencies 
and scientific perspectives, exasperated by diverse 
cultural and social views of mental ill-health. Views 
differ in relation to, for example, the medicalized 
and specialized care model promoted by clinical 
practitioners; promotion of the study of the human 
brain by neuroscientists; the focus on fighting 
discrimination and social determinants by civil social 
activists; and holistic care and alternative approaches 
promoted by Indigenous populations. Differences 
of opinion lead to contradictory messages, lack 
of coherent plans and the risk of mental health 
becoming an isolated area within global health 
initiatives.

4. Gaps in clinical and scientific knowledge
Research into understanding mental health 
disorders is at an emerging and ongoing phase. 
Mental health disorder classifications often deal 

with multiple causalities, diagnoses have less 
discrete categorizations with unclear thresholds 
between disorder and non-disorder markers, 
and there are frequently comorbidities with other 
mental and physical health ailments that make 
treatment more complicated. Often, consumers 
are recommended treatments on a trial-and-error 
basis, and their awareness of, and the actions 
needed to address, mental health issues are less 
clear. Even well-defined disorders are difficult to 
diagnose and treat; for instance, consumers with 
bipolar disorder were initially misdiagnosed in 
69% of cases, and more than one-third remain 
misdiagnosed for 10 years or more.28 

5. Changing determinants of mental health
Major determinants of mental ill-health, such as 
poverty, pandemics, climate change, conflict, 
population demographic changes and political 
uncertainty, continue to contribute to both the 
number of people at risk of mental disorders and 
the dramatically increasing global disease burden 
represented by mental disorders. While reductions 
in the proportion of people living in absolute 
poverty is beneficial to overall mental health, other 
social determinants such as increasing global 
income inequality, rapid urbanization, economic 
and political uncertainty and the stress of 
increasing natural disasters from climate change, 
alongside improving capabilities to measure 
population health, contribute to the increasing 
risk and prevalence of mental disorders. The 
recent COVID-19 pandemic, for example, was a 
major contributor to severe mental distress tripling 
among Americans in 2020.29

The role of disruptive technology in mental health1.2
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The role of disruptive technology in mental and digital mental healthF I G U R E  3

Our work in disruptive technology in mental 
health gathered and analysed 190 use cases 
of information and computer technology being 
applied to mental health and well-being services, 
tools and solutions where there was evidence of 
more than 10,000 users. This research has shown 
the diversity of currently available digital tools, 
ranging from: resilience and prevention services to 
targeted diagnosis and treatment tools; from simple 
educational websites to virtual-reality avatars 
delivering cognitive behavioural therapy; from 
Excel spreadsheets guiding consumers in a local 
community to effective services to globe-spanning 
electronic mental health records that support 
both integration of services and computational 

psychiatric research efforts; and from simple 
phone applications developed by small agile 
teams to implantable neurological nano devices 
that affect addiction and brainwave-measuring 
headsets, delivered at consumer-appropriate prices 
to optimize personal stress and relaxation for 
enhanced well-being and productivity.

Novel solutions are being built on the back of a 
range of types of disruptive technology that have 
already transformed many other industries. Mobile 
devices and computers are enabling consumers to 
access services anywhere, at any time, and provide 
a means of providing intervention at the point where 
it is most required, rather than waiting for a clinical 

Source: 1. World Health 
Organization, eHealth 
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appointment. Digital phenotyping, where phones, 
watches and computers measure everything 
from behaviour, language, facial expressions 
and voice tonality to political and cultural views, 
is being combined with big data to unlock new 
understandings of psychosocial cause and 
effect, recategorize and discover new psychiatric 
conditions and bring greater accuracy to treatment 
options. Artificial intelligence/machine learning (AI/
ML) and natural language processing have been 
deployed to make diagnostic decisions based 
on more holistic patient data, assess a variety 
of new possible scenarios for early intervention, 

such as suicidal posts on social media, or come 
up with novel therapeutic chatbots and avatars. 
Augmented and virtual reality are enabling 
consumers to experience and practise real-life 
scenarios within the safe confines of a visit to their 
psychologist. Games have been developed that 
can more accurately diagnose specific conditions 
by observing behaviour and reactions, and gamified 
treatments are more engaging for children and 
adults alike. The diagram below highlights some of 
the categories of innovation identified in these 190 
use cases, with the proportion in each category 
indicated around the circle.

Above: Artur Debat, 
gettyimages
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Delivering mental health and wellness management 
tools for stress, anxiety, depression and addiction in 
an accessible and scalable interface

Self-guided treatment

Innovative surgical, ingestible and non-invasive 
interventional tools observing and affecting brain 
and body function

Neurological interventions

Facilitating natural interaction and learning without 
judgement, without stigma, at scale

Virtual assistants

Cognitive science, computational neuroscience and 
AI improving psychiatric diagnosis and treatment, 
and better explaining causes 

Computational psychiatry

Finding and connecting with support networks, 
therapists and doctors and recommending 
supportive options

Telehealth and peer-to-peer

Delivering more interactive awareness, manage-
ment and training services with robots and 
simulated realities

Physical, augmented and virtual reality

Managing the patient experience, emotion and mood 
journalling and recommending supportive options

Digital consumer experiences

Combining new phenotypes, insights and tools 
to facilitate more accurate self-assessment and 
professional diagnosis

Diagnostic support

Novel digital treatments

New biomarkers from IoT devices and platforms 
enabling early, accurate detection and delivering 
new services

Digital phenotyping

Novel technologies in mental healthF I G U R E  4

An individual’s psychosocial well-being and mental 
health are influenced by a wide range of factors 
including the individual’s strengths, beliefs and 
values, their connections, relationships and support 
networks, how their culture and value systems 
interact with their relationships and a great variety 
of environmental conditions. Unlike treatments for 
physical health conditions, many of the treatments 
and programmes used to improve mental health and 

well-being are immaterial exchanges; they do not 
require physical interventions such as medication. 
Instead, they rely on forms of talking therapy and 
emotional or behavioural support and adjustment. 
Digital technology’s ability to deliver virtual 
experiences independent of a brick-and- mortar 
site – such as telehealth, guided self-help treatments 
and virtual assistances available in the safety of the 
home – make it uniquely suited to delivering mental 

5.3%

10.0%

16.3%

4.2%

28.4%

4.2%

6.3%

6.8%

13.7%

4.7%
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health services. Services and specialist treatments, 
such as psychopharmacology, surgical interventions 
and in-person therapy, also have proven positive 
outcomes for consumers and are a vital part of a 
functioning mental health ecosystem, often used 
in conjunction with non-material therapies. And 
here, again, digital services may offer support to 
traditional, material services – to, for example, 
increase adherence through the gamification or 
tracking of medication – or provide improved 
consumer experiences to make the service easier to 
organize and undertake.

Digital mental health services offer a range of 
potential direct and indirect benefits that promise 
to augment, supplement and scale existing 
mental health models of care. Far from being 
a replacement for existing models, these tools 
are most effective when they are used either 
in combination with current care models or 
to access populations that cannot or do not 
currently access traditional medical services. 
Below we explore these potential direct and 
indirect benefits, before examining the ethical and 
clinical concerns.

Novel research and treatment options
Disruptive technology is improving existing treatment 
options and unlocking novel approaches to enhancing 
mental health and well-being. The application of big 
data and AI is unlocking research to better understand 
cause and effect and increase the efficacy and 
effectiveness of treatments through data analysis and 
the use of more holistic data. In addition, disruptive 
technologies are enabling researchers to explore novel 
modalities such as computer games, virtual reality, 
new medications and neurological brain-machine 
interfaces as ways to unlock new potential in mental 
health services.

Increased accessibility, availability, affordability 
and scalability
People may access digital mental health services at 
their own convenience, removing traditional barriers of 
time, availability and travel. Plus, the inherent scalability 

of technologies can drive both a reduction in cost and 
an increase in the accessible market for services.31

Less exposure to stigma and discrimination
Using digital mental health services can reduce 
the likelihood of being exposed to the stigma and 
discrimination associated with mental disorders. 
This lowers one of the main entry barriers for mental 
health services and encourages people to start their 
mental health journey earlier. Research has shown a 
greater willingness to open up about personal issues 
to a computer, which is perceived as being free of 
judgement.32

Clinical efficacy similar to, or greater than, existing 
therapies
When tested for clinical efficacy, properly designed 
digital mental health services have demonstrated 
that they can be as effective as and in certain 

Summary of the direct benefits of digital mental healthF I G U R E  5

Potential benefits of digital mental health1.3

Promotes 
equitable
access

Focuses on 
prevention and 
early treatment

Integrates into 
health systems

Needs-based 
services

Improve 
population data 
quality and 
quantity

Enable self-
determination

Mass precision and 
personalization of 
services 

Less exposure to 
stigma and 
discrimination 

Data-driven and 
outcome-focused 
decision-making  

Novel research and 
treatment options

Increased accessibility, availability, 
affordability and scalability

Greater satisfaction through 
consumer empowerment 
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specific situations more effective than traditional 
therapies.33 Furthermore, in many situations 
integrative approaches have been shown to be 
more effective than therapy as usual or a solely 
digital therapy modality.34,35

Mass precision and personalization of services
By more readily assessing situational markers 
such as language, culture, history or phenotype, 
digital services have a greater capacity than 
traditional methods to deliver precision mental 
health services, offering the right treatment for the 
right person at the right time, improving the focus 
of service delivery and outcomes. Personalizing 
services in terms of the cultural, social, emotional 

and psychological context can lead to greater 
engagement with those services.36

Greater satisfaction through consumer 
empowerment
With digital services, people can more readily drive 
their own mental health and well-being by choosing 
their own treatment. This increases the likelihood of 
engagement and long-term positive outcomes.37

Data-driven and outcome-focused decision-making
Digital mental health services provide the opportunity 
to track outcomes and use that data to improve 
product features, enhance treatment effectiveness and 
advance clinical research.

Other potential indirect benefits of digital mental healthTA B L E

Promotes equitable access, 
particularly for rural, remote and 
low-income markets

Access to mental health 
services in concert with people’s 
preferences and needs

Allows for increased focus on 
prevention, resilience and early 
treatment

Improved quality of individual 
and population data to drive 
research, innovation and 
strategic decision-making

Expanded access to integrated 
mental health services across 
the community and in primary-
care settings

Increased self- determination 
for people to drive their own 
well-being

Focuses on prevention and 
early treatment

Improve population data 
quality and quantity

Integrates into health systems

Enables self-determination

Promotes equitable access

Needs-based services

The trust, evidence and data challenges 
for digital mental health

Despite the potential of digital mental health 
services, interviews conducted with consumers, 
clinicians and healthcare system owners often 
revealed safety and efficacy concerns, as well 
as ethical questions related to the use of data 
and AI/ML in mental health services. Trust is 
fundamental to the uptake, therapeutic outcomes 
and sustainability of mental health services. 
An empathetic relationship with one’s mental 
healthcare professional is a primary factor in positive 
therapeutic outcomes. That relationship is linked 
to the likelihood of consumers feeling understood, 
talking honestly about their problems and accepting 
advice. Research has shown that the empathetic 
relationship accounts for approximately 9% of 
variance in therapeutic outcomes.38 Similarly, trust 
in a digital mental health service is required for 
prescription by professionals, uptake by consumers 
and investment from system owners. A systemic 
assessment of depression management and suicide 

prevention apps discovered that only 7% of the 
apps reviewed provided comprehensive and holistic 
support with evidence-based strategies for suicide 
prevention.39 Furthermore, the mental health apps 
that are readily available rarely use an evidence-
based approach or are comprehensively tested for 
medical treatment of mental health issues.40

There are two main factors to consider in 
seeking to improve consumers’, clinicians’ and 
health-system owners’ trust in digital mental 
health services. First, the technology must be 
safe – it must not inflict harm on its users – and 
it must be effective in leading improvement for 
consumers, as is the case when developing any 
tool or service for clinical practice. Second, the 
technology must be trustworthy: consumers 
must trust the tool and feel safe when interacting 
with it. Specifically, trust in a tool involves 
consumers being confident: that the tool uses 

1.4
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Making unsubstantiated or misleading claims 
about the health benefits of mental health services 
can cause unintended harm to the consumer, as 
illustrated in case study 1. A digital product may 
use aspects of clinical treatment that have not 
been trialled or validated in the delivery mode of 
that product. For example, it has been clinically 
proven and verified in the real world that cognitive 
behavioural protocols, delivered by a qualified 
practitioner, are effective for anxiety disorders, 
somatoform disorders, bulimia, anger control 
problems and general stress.41 However, the use 
of cognitive behavioural therapy (CBT) in other 
modalities such as self-guided online training, 
or delivered autonomously via a chatbot, must 
also be validated as there are many fundamental 
differences, such as not performing the same 
level of pre-treatment assessment, or not having 
the same ability to respond to adverse consumer 
scenarios during treatment. As such, it would be an 
unsubstantiated claim to conflate the effectiveness 
of CBT delivered by a trained professional to an 
individual with CBT on a computer screen or with a 

bot, until both the efficacy and effectiveness have 
been shown through gold- standard scientific trials. 
 
Additionally, the effectiveness of a service in 
diagnosing or treating mental health disorders 
may be misconstrued or miscommunicated to 
consumers. Products may be advertised in such a 
way that consumers are not fully informed as to the 
purpose of the services – for example, they may be 
misled into believing that a product can manage 
mental health issues for which it was not designed. 
 
While it is not necessarily the intention of the 
vendor to provide unsubstantiated or misleading 
claims about the health benefits of their products, 
misalignment between advertised claims and 
services, or not mentioning associated risks 
or conditions that should be precluded, mean 
consumers are not able to provide informed 
consent as they are not properly informed. 
Consumers may be at risk of unknowingly engaging 
with treatment that unintentionally harms them or 
worsens their mental condition.

The collection, storage and use of individuals’ 
healthcare data poses several important risks. 
Data that is collected and stored in the context 
of disruptive technology in mental health is 
highly sensitive. Video and audio data pose a 
particularly high risk for exposing sensitive and 
personal information. Currently, frameworks 
to protect video and audio data of this nature 
are not widely used and would need to be 
further developed to ensure optimal efficacy.42 
Collecting and using video and audio data poses 
the risk of data leakage and hacking due to 

the underdeveloped technical and legal privacy 
protections that exist to protect this type of data. 
Consumers are often afraid that their data may 
be sold, leaked or hacked. They are particularly 
concerned that their private information will 
be used by insurance companies to deny or 
affect their coverage or for punitive reasons by 
government agencies; or that it might be sold 
to third parties and used for non-therapeutic 
purposes. This is a prevalent concern in the 
context of sharing information on mental health, 
where consumers may be divulging personal and/

proven, effective means to achieve its advertised 
outcomes; that their information is protected and 
is not used in a harmful manner; and that the tool 
has been designed to uphold their best interests. 
Although the relationship between the consumer 
and a digital tool is not usually intended to match 
the empathetic relationship that exists between 
patient and psychiatrist, “trust in the tool” still 
plays an important role in its effectiveness. The 
effectiveness of a digital mental health service has 
its basis in medical ethics and in the ethical use of 
data and AI/ML, as well as in providing meaningful 
and clinically verified therapies.

Several risks of real harm act as barriers to the 
adoption of disruptive technology in mental 

healthcare and to high-quality consumer 
outcomes. Developers wishing to produce 
technology that can be readily used and trusted in 
mental healthcare need an in-depth understanding 
of such risks. Below we have summarized, and 
categorized into six core areas, the main ethical 
and practical risks associated with disruptive 
technology in mental health services. These have 
been identified through interviews with leading 
innovators and healthcare professionals around 
the world, and through reviews of the current 
literature. There are also second- and third-
order risks that have not been highlighted in this 
summary because the total universe of risks 
associated with disruptive technology in mental 
health is large and continuously evolving.

Ethical risks of disruptive technology 
in mental health
1. Untested efficacy or misleading claims of mental health benefits

2. Privacy breaches of health data

1.5
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A service’s digital capability can create new risks 
for the consumer, as a service that malfunctions, 
is misused or misinforms consumers can 
negatively affect their experience and health. Most 
pertinently, bots, such as those being trialled 
for use as chatbots in mental health apps, may 
malfunction in unpredictable ways, which could 
cause more harm than benefit, particularly to 
consumers with a severe mental health condition 
that clouds their critical judgement.

For example, in the case of predictive or diagnostic 
modelling, the efficacy of the model is largely 
dependent on the dataset on which it is trained, 
and the outcome for which it is being optimized. 
Models that are improperly trained on “unbalanced” 
datasets, where one outcome is significantly less 
likely than the other, will more often predict the 
more common outcome.43 Additionally, predictive 
models are not always able to fully contextualize 
the data they are given. For example, predictive 
models reading the word “depression” may not 
be able to differentiate between a subject referring 
to a transient depressive state or to a chronic 

condition.44 Furthermore, the increased use of 
AI/ML across numerous industries has identified 
the key detriments of overlapping automated 
decisioning networks, where the combination of 
multiple models amplifies the inaccuracy, specificity 
and sensitivity of the results, or amplifies the 
impact when one model makes a mistake. These 
examples highlight the limitations of predictive 
models and the way in which they can issue 
incorrect information to the consumer.

Without proper oversight, a digital service may 
provide information and advice that has not 
been validated either by clinical evidence or 
experienced professionals, as seen in case 
study 1. Services may also provide advice that 
is not matched to the specific social, cultural or 
relationship situation of the consumer, resulting 
in poor or negative outcomes. Finally, without 
oversight, a model that is designed to use 
psychologically influential techniques to modify 
a consumer’s behaviour and thought processes 
may be used to affect political, abusive, criminal 
and other non-beneficial outcomes.

There is currently limited regulation of technology 
in mental healthcare, and vendors are not held 
accountable to an appointed or competent 
regulatory body or to an overarching set of 
standards for their services. This issue is amplified 
by the cross-border nature of digital services. 
Companies may train their machine-learning models 
for outcomes that are not in the best interest of 

the demographic of their consumers, such as 
increasing the addictiveness and profitability of the 
service or product rather than aiming to improve the 
therapeutic outcome. The well-being of consumers 
is at risk because there are insufficient safeguards 
in place that hold vendors accountable for possible 
unethical outcomes in relation to the development 
of technology in mental healthcare.

Technology in mental health can increase the 
global inequality and inaccessibility of mental 
healthcare in two ways. First, the premise that 
technology in mental health increases global 
access to mental healthcare rests on the 
assumption that there is equal access to a digital 
device that can provide such care. However, 
we know that this is not in fact the case: for 
example, 184 million fewer women own mobile 
phones compared with men;45 additionally, there 
is a significant technology literacy gap worldwide 
among both consumers and clinicians, and this 
limits consumers’ ability to access digital mental 
healthcare and reduces clinicians’ capability to 

deliver it.46 Such discrepancies in the ability to 
access and use technology globally have the 
potential to widen the gap for mental healthcare 
access, particularly for minority groups and those 
of low socioeconomic status, even in high-
income countries. The situation is, of course, 
exacerbated in low-income countries or for those 
in the developing world.

Second, AI-enabled mental health devices may 
contain bias arising from the way in which they 
are trained and tested, which has the potential 
to harm consumers in unintended ways.47 One 
form of algorithmic bias occurs when models 

or incriminating information when engaging with 
services. This concern is a barrier to the effective 
adoption of technology in mental healthcare as 

it affects consumers’ trust in the tool to protect 
their private information and work in the service 
of their best interests.

3. Harm to patient through malfunction, incorrect advice or misuse

4. Lack of accountability or incentives for prioritizing 
consumers’ best interest

5. Widening the digital divide through inaccessible 
or inequitable design
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are trained on a dataset that does not reflect the 
demographic of the people for which it will be 
used. Additionally, unsupervised models may 
develop bias by associating certain features, 
events or words with certain demographics or 

socioeconomic groups as it learns on a dataset, 
especially if the dataset is seeded with biased 
labelling.48 The integration of AI into mental 
healthcare potentially risks harming or detracting 
from the care of disadvantaged groups of people.

The implementation of technology in mental 
healthcare poses the risk of affecting the long-
term behavioural and social capabilities of 
consumers. Worsening mental health symptoms 
have been associated with prolonged screen 
time, particularly in children and adolescents, 
which may highlight an unintended risk of 
integrating technology into mental healthcare.49

Additionally, recent publications have posited 
that technology developed for “self-care” or self-

treatment of mental health lacks the therapeutic 
relationship that a consumer would have with a 
healthcare professional, and may exacerbate the 
behavioural traits of a person experiencing issues 
with mental health, including social withdrawal 
and isolation.50,51 Research has also identified 
that disclosing personal health information online, 
where it may be accessed by relatives, friends, 
employers or others, may have unintended 
social and behavioural consequences for the 
consumer.52

6. Long-term social and behavioural consequences

Case studies of ethical challenges in digital 
mental health

These case studies, illustrating some of the more 
difficult challenges of technology in mental health, 
were developed by the World Economic Forum’s 

Global Future Council on Mental Health in 2020 to 
illustrate the many ethical dilemmas that are bought 
up by disruptive technology in mental health.

Proactive mental health intervention by a social media companyC A S E  S T U D Y  1

A social media start-up offers users a popular 
feature to livestream moments in their life. Some 
users elect to use the livestream feature to share 
their self-harm experiences, food-restriction 
strategies for people with anorexic behaviour and 
even some suicide events. After several such cases 
received bad publicity, the company launched 
an internal AI program to screen for self-harm 
behaviours. Anything flagged by the AI is reviewed 
by a trained staff member. The program has not 
been reviewed by a health regulatory agency but, 
according to the start-up’s internal research team, 
may have saved 450 lives in the first two months 
alone.What is the responsibility of the social media 
company to address these cases? Is the company 
liable for harm to the user if it does not report the 
prediction to the police or emergency services?

1. What kind of consent is needed? Should users 
be allowed to opt out or should users only opt 
in to this function? What level of privacy can 
be promised to users, given the possibility 
that the algorithm may alertfriends, family and 
emergency authorities?

2. If the company has an internal AI program 
that predicts self-harm, what is the optimal 
accuracy for these predictions? What are best 
practices for training staff members to evaluate 
the AI prediction? What are the dangers of an 
incorrect prediction?

3. What are best practices for training the AI – 
such as an AI that would address biases that 
could exacerbate existing disparities?

1.6
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Proactive mental health intervention by a social media companyC A S E  S T U D Y  2

An app claims to improve mood and reduce stress 
during COVID isolation and secondarily boost the 
immune system. The app-store profile has 45,000 
5-star and 4-star reviews. The press has celebrated 
the app’s developer as a brilliant engineering student 
with no medical background who is on a mission to 
increase access to mental health for all. There are no 
publications from any randomized trials of the app, 
but the app’s profile cites 25 publications from others 
(some peer-reviewed and others not) linking stress 
and depression to increased risk for viral infections. 
Recent peer review studies have also demonstrated 
that some placebo versions of popular mindfulness 
apps (such as symptom trackers) resulted in similar 
gains to the app: a digital placebo effect. This digital 
placebo effect further complicates the evidence 
needed to regulate the efficacy of any (medical) 

apps.What are the risks and harms of an app that 
offers digital placebo relief compared to an app 
considered by scientists/regulators to be medically 
efficacious? Is the digital placebo effect more helpful 
than having no access to mental health providers?

1. How can mental health providers, researchers 
and advocates help the public distinguish effective 
as against ineffective apps or even high product 
performance versus low performance?

2. Some app developers have stated a personal view 
that all users should own their own data. However, 
the data often becomes a more valuable asset 
than the app itself. How can small independent 
app developers be given an incentive to help 
protect user data?Above: Henry Romero, 

Reuters
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Additional ethical domains for consideration

Current best practices for ethical guardrails 
for persons and organizations rendering 
scientific, educational or professional services in 
psychology, psychiatry and mental health include 
the code of ethics governed and administered by 
organizations such as the American Psychological 
Association, standards of conduct, performance 
and ethics administered by the Health and 
Care Professions Council (HCPC) and Software 
as a Medical Device (SaMD) by organizations 
such as the Food and Drug Administration 
(FDA). These guardrails are not necessarily fit 
for purpose for tackling the particular ethical 

challenges of data and AI in psychology and 
mental health, since they were designed when 
these risks did not exist. Further, these existing 
guardrails do not always cover the vast range 
of services that are blurring the lines between 
consumer products, self-improvement products 
and mental health treatments. Considering the 
primary risks and central principles that are 
recognized as important for digital mental health 
services, as discussed in the next chapter, these 
guardrails could potentially be strengthened 
through detailed considerations of the four ethical 
domains shown in Figure 6.

1.7

Ethical domains in digital mental health covered and not covered by the current 
psychiatric and psychological code of ethics53

F I G U R E  6
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Standards for digital mental health must be 
developed in line with the cultural, medical and 
social principles and values of the consumers 
and clinicians who are using the services 
and implemented to continuously and flexibly 
maintain high levels of safety and ethics on 
behalf of those stakeholders.

Goals, values and 
standards

2

Below: Zelma Brezinska, Twenty20

Global Governance Toolkit for Digital Mental Health: Building Trust in Disruptive Technology for Mental Health 22



There are many ways to create and enforce 
governance systems that ensure individual solutions 
in the digital mental health community are safe, 
strategic and trusted by all involved. This chapter 
focuses on two core methodologies for ensuring 
a safe, strategic and trusted digital mental health 
solution. First is a standards-based approach to 
regulation that can be applied widely to ensure 
that a service meets the ethical expectations of its 
stakeholders. Second is an ongoing governance 
model that a business or digital mental health 
service vendor could employ to continuously 
resolve new ethical dilemmas that arise from 
innovation and integrate themselves within their 
targeted community. Chapter 5 provides the 
framework for flexible implementation and ongoing 
administration of these standards for regulators and 
policy-makers.

Standards or policies may derive from a variety of 
sources, including: (1) identifying the ethical way 
an organization should behave and establishing 
the rights and values that it should uphold; 
(2) identifying particular risks involved for an 
organization’s outcomes and establishing specific 
required mitigations; and (3) identifying systems that 
should be in place for an organization to ensure 
safe and good-quality outcomes.

Our approach to developing a robust policy 
foundation, as set out below, is to be purpose-
driven, goal-orientated and flexible. To those ends 
we have used a methodology in which we start 
by identifying the goals of our framework and 
develop the shared values that define the purpose 
and principles for digital mental health. We have 
based these goals, values, attributes and principles 

on consultation with consumers, innovators and 
health-system owners around the world, as well as 
a research and literature review of current sources, 
as laid out below. We have included our pilot-
project work in developing the Digital Mental Health 
and Addiction Services Evaluation Framework with 
the New Zealand Ministry of Health.

The framework for implementing these principles 
is outlined in the following chapters. Of special 
note is the intention to be flexible in the 
application of individual standards depending 
on the assessed risk of a service and whether 
a particular standard applies to that service’s 
functionality. There are many applications, from 
simple informational services to software that 
supports secondary psychiatric diagnosis. The 
level of validation and application of standards 
should take this level of therapeutic intent into 
account. In some cases, such as an information 
website without any service workforce, the 
standards covering a service workforce simply 
do not apply according to the service’s features. 
The framework for implementation in the 
following chapters includes a capacity for flexible 
assessment of services.

The final application of a policy in a jurisdiction 
will have to consider existing legislation for 
health devices, health software, data privacy and 
health information privacy, as well as responsible 
business practices, equality and justice. It may 
also have to consider jurisdictionally different 
views on social, cultural and medical practices. 
Provided below is a set of principles that offer a 
policy foundation and a methodology to further 
refine the standards in a particular jurisdiction.

Setting up robust policy foundations2.1
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Key terms used through out these principles

Innovative technology-based solutions that significantly change the way in 
which mental health and wellness issues are prevented, identified, diagnosed, 
treated and supported

Portion of the workforce associated with – but not necessarily employed by – 
the provider or service and responsible for delivering services to the consumer. 
They may be counsellors, peers, clinicians or administrative workers

The use of information and communication technologies for the provision of 
mental health service

The organization or business providing the digital mental health tool service to 
consumers in a jurisdiction; may also be called the provider

The application of a technical tool to provide services to a target market

Disruptive technology 
in mental health

Service workfoce

Digital mental health

Consumer

Tool

eMental health

Digital service 
vendor (vendor)

Service

DescriptionTerm

Any services, accessed through a digital platform, that aim to prevent or treat 
mental health disorders or promote the well-being of people. Encapsulates 
eMental health while including other technologies that help improve consumers’ 
mental health and overall wellness

The consumer expected to be interacting with the digital mental health service

The actual technical solution that is used to render the service
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Goals2.2

Primary goals

Individuals empowered to reach a state of well-being in which they may realize 
their own abilities, cope with the normal stresses of life, work productively and 
be able to contribute to their community

Populations in which everyone has access to the means to detect and 
prevent mental illness early; receive effective and appropriate treatment and 
support; and enable recovery

An integrated mental health and well-being ecosystem that supports and 
enables people and communities; integrates with health, economic, social and 
cultural systems; promotes pragmatic progress; and flourishes for the long term

Communities that support each other to enable individuals to reach their 
social and mental well-being goals and fully participate in the community

Healthy individuals

Healthy populations

Thriving digital 
mental health 
ecosystem

Healthy communities

DescriptionGoal

Ideals of the future digital mental health ecosystem that we envisage 
and commit to achieving
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Values and attributes2.3

Core values

Values are the fundamental beliefs that guide and motivate us towards 
our goals; our attributes describe our desired ecosystem. Together they 
help us in defining our purpose and principles

Does the solution really work for consumers? – The tools and services 
need to achieve their intended goals, as opposed to making false promises. 
We want to promote the testing and trial of tools, where appropriate, as 
well as continuously measuring outcomes to ensure that tools effectively 
contribute to people’s mental health and well-being

Is the purpose aligned with consumers’ interests? – We need tools and 
services to be ethical and transparent in terms of their purpose and their 
agenda, including their treatment of consumers, models of care, use of data 
and technology, and integration into our health system

Effective

Ethical

What is it?Value
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Is the solution safe to use for its intended purpose? – We need 
solutions that are safe and as a minimum “do no harm”. Many digital 
solutions show great promise, but we need to be certain that they do not 
put people in harm’s way, potentially putting consumers at risk or even 
exposing others to harmful or adverse effects

Will this solution be around to meet consumers’ needs over time?– 
Because the digital mental health landscape is evolving so rapidly, there is 
a high risk of “boom-to-bust” scenarios. At the same time, digital innovation 
does not always come with a ready-made business case and financial 
security. Therefore, there is a need for sustainable practices for ongoing 
development and refinement and for assured long-term business models, 
as well as transition plans to make sure a solution does not suddenly 
fail, leaving consumers without support when they might have become 
dependent on a particular tool

Does the tool make it easy for consumers to achieve their goals? –One 
of the most common reasons for a digital service’s lack of effectiveness is 
not the therapeutic basis of the content but the interface failing to meet basic 
expectations for usability or aesthetics. How many times do consumers 
delete an app because of an error in the first minute of use? While usability 
is a foundation of efficacy of digital services, aesthetics and ease of use 
adapt as people’s expectations for usability and aesthetics change over time 
and a redesign may have little effect on the therapeutic content, other than 
seamlessly facilitating the use of that content

Can consumers trust the solution with their data and trust it will meet 
their needs? – In the fast-moving world of online sites and apps, trust – 
and, in particular, digital trust – has become a complex issue: consumers 
sometimes have a false sense of trust in their interactions through social 
media and other such tools, while at other times there can be a very rapid 
and angry backlash, with consumers feeling that their trust has been 
violated. We therefore need to ensure transparency and clarity on how a 
given tool manages trust

Safe

Sustainable

Usable

Trusted

Does it promote fairness, justice and equality? – Our tools need to contribute 
to reducing the gap in access and services in vulnerable communities by 
championing the provision of services and tools that deliver equity in mental 
health and well-being outcomes for those communities. This requires us to be 
explicit in our targeting and focus on vulnerable and underserved communities 
and population cohorts. Solutions must be accessible, appropriate and free from 
discrimination, for those who will need them most

Equitable
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Core attributes

We need tools that are easy to use, convenient, engaging and empowering 
for consumers. Our digital mental health tools must be first and foremost 
about enabling people to live lives that are healthy and emotionally, 
vocationally and socially satisfying – not about provider convenience. This 
also means that our tools must be culturally aware and sensitive, ensuring 
that we actively promote solutions that respond to the needs of diverse and 
vulnerable communities

We need tools that are responsive and tailored to the beliefs, attitudes 
and circumstances of groups of people who share a common cultural 
heritage. We need human-centred principles in the design and 
deployment of these tools. This means that cultural groups need to 
have a voice in the design and implementation of tools, as well as in 
determining which needs are being targeted

People-centred

Culturally fit

Why is it important?Attribute
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Our tools need to be universally available, not creating digital divides. They 
need to support access to services for vulnerable communities who often 
have barriers to access due to their location, economic status, technology 
literacy, language, culture or other factors. This is particularly important 
considering COVID-19 and the need for a cohesive psychosocial response

We have a clear mandate to address mental illness and distress. By 
intervening earlier and more frequently, we can reduce the incidence and 
impact of more severe mental health distress and illness, while reducing 
the cost of intervention

We need to link people to communities and peers for support, as well as 
to other providers in the broader ecosystem of health and social services. 
We do not wish to create further islands of information or “digital fortresses” 
where information cannot be shared, or collaboration is hampered because 
of digital differences

We need to prioritize tools that focus on addressing the gaps and needs in our 
current networks of support and that offer relevant support for our communities

Our digital tools need to be able to use data to enhance the degree of 
tailored support consumers receive. This data needs to be able to inform 
our decision-making to drive quality outcomes, characterized by safe, ethical 
and impactful data collection and analysis

Broad-based access

Early intervention 
and prevention

Integrated

Demand-driven

Data-driven

We need to offer an array of options and choices that suit individual needs 
and preferences for support in times of mental distress or illness. There must 
be a continuum of options as well as a broad range of services available 
from which consumers can pick

Increase choice
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Here we have compiled a full list of standards to 
audit and govern a digital mental health service and 
provide assurance of its safety, quality and efficacy. 
They are designed to be outcome-focused, i.e. 
rather than prescribing how to achieve a standard 
or requirement, they describe what the outcome 
of achieving that standard would be, allowing for 
greater flexibility in implementation options and 
future-proofing of requirements.

Some of these requirements are considered 
mandatory to achieving safety for consumers, such 
as utilizing clinically validated therapeutic models of 
care or monitoring clinical safety and quality, and 
some may be considered as merely important for 
consumer choice, such as ensuring high usability. 
In addition, there are some requirements that may 

not be applicable to every service – for example, 
a purely informational website may not gather 
personally identifiable healthcare data and as such 
not need to implement privacy controls related 
to healthcare records. Thus, during application 
of these requirements, flexibility needs to be 
considered for the following drivers of exclusion of 
specific requirements: therapeutic claims, functional 
scope, data use and workforce. These are further 
explained in the following chapter.

The intended outcome of auditing a service 
against these requirements is a categorized 
grade where the service is scored according to 
its ability to meet or exceed various requirements 
in those categories. This is discussed in the 
following chapter.

Standards for disruptive technology in mental health2.4

Above: Fizkes, 
ShutterShock
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Goals, values and standards for digital mental healthF I G U R E  7
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1. Lead practice with evidence

2. Do no harm

Ensure that the specific model of care provided has been validated through 
clinical trials for both efficacy and effectiveness, that trials have been 
academically verified and accepted by professionals as best practice and are 
not outdated or disproven

Strive to benefit those with whom the work is undertaken and take care 
to do no harm; be alert to and guard against personal, financial, social, 
organizational or political factors that might lead to misuse of their influence; 
allow individuals to report ethical concerns and attempt to resolve these 
concerns in a responsible manner. When conflicts occur among obligations 
or concerns, attempt to resolve these conflicts in a responsible fashion that 
avoids or minimizes harm

Have processes in place to analyse and document the potential risks 
surrounding the proposed service; identify mitigating factors and controls 
to manage the identified risks; implement fail-safes and control points to 
monitor these risks; regularly report on these and review them; and link 
reports to corrective action

Where the services capture or store information for research purposes, 
ensure that consumers are made fully aware of the research through the 
consenting process and that the research follows ethical principles

Ensure that the content provided in each service is based on the best 
available evidence and best practice, current know-how and is not outdated 
or disproven, relevant to the therapeutic goals, academically verified and 
accepted professional practice

Use clinically 
validated therapeutic 
models of care

Promote ethical 
decision-making

Incorporate 
processes to do no 
harm

Offer content 
and therapeutic 
approaches based on 
science

Support ethical 
research and 
publication

3. Establish a risk-management culture

Have governance in place for risk management to establish accountability for 
risk management from the top in the leadership team; define and document 
the assurance landscape and scope; set out, review and maintain the 
currency and effectiveness of policies, procedures and protocols against 
this landscape; monitor and take action to improve adherence to policies, 
procedures and protocols; review compliance with legislation, regulations 
and jurisdictional requirements; establish and maintain a systematic 
governance process for clinical safety and quality; and monitor these 
processes to drive improvements in clinical safety, quality, performance and 
effectiveness for consumers

Identify and document service risks; use clinical, technical and other data 
collections to support risk assessments; have a governing body accountable 
for risk management; maintain an active risk and issues register; act to 
reduce risks; regularly review and act to improve the effectiveness of the risk- 
management system; plan for and manage internal and external emergencies 
and disasters, including cybersecurity risks and threats; and have a business 
continuity plan (BCP) in place

Govern responsibly 
with processes for 
risk management

Govern and manage 
risks proactively
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4. Ensure clinical safety and quality

Where the functional scope captures relevant consumer data and/or involves 
service workers, have processes in place to communicate when critical 
information about a service consumer’s care emerges or changes, through the 
use of the tool, to ensure the safety of the consumer; use defined parameters to 
recognize acute deterioration in mental state that requires care to be escalated; 
have protocols that specify the criteria to call for emergency assistance; enable 
service consumers to communicate critical information and information on risks 
to either their vendor or an alternative provider

Where services are delivered in conjunction with service workers, ensure the 
implementation follows a defined model of care that monitors the delivery of 
services to ensure they are consistent with the model of care; have a process for 
assigning responsibilities to a member of the workforce (where applicable) for the 
overall accountability of the care of each service consumer; develop the goals of 
care and actions for treatment in partnership with the service consumer; clearly 
communicate the care plan to the service consumer; enable the involvement of 
support people to the extent that the consumer chooses; have a process for 
referral to follow-up services that is consistent with the model of care

Where services are delivered in conjunction with service workers, ensure 
that performance is managed: assign improvements to members of the 
workforce with clear responsibility for safety and quality; implement identified 
improvement initiatives for quality and safety; monitor implementation; formally 
document and verify corrective actions for their impact; undertake proactive 
testing at regular intervals

Monitor clinical 
safety and quality

Operate with a 
defined model of 
care

Manage the clinical 
safety and quality 
performance

Where services are delivered in conjunction with service workers, promote 
an appropriate risk-management culture by: creating awareness of risks 
among the service workers; training service workers on how to identify and 
report risks; making service workers and service consumers aware of risk 
governance and reporting channels; reporting on risks to the workforce and 
service consumers; proactively notifying service consumers and workers of 
relevant risks; allowing service consumers to escalate from self-management 
to getting additional help

Create a risk- 
management culture

Where services are delivered in conjunction with service workers, use an 
open disclosure programme that is consistent with the jurisdiction in which 
it operates; monitor and act to improve the effectiveness of open disclosure 
processes; identify sentinel events or adverse events, which are issued to a 
cross- functional governing body for review and action; include feedback to 
the workforce with appropriate performance management; provide disclosure 
to affected consumers, notifying the appropriate authorities

Have in place a quality and safety improvement system that identifies customer 
satisfaction and usage patterns as well as safety metrics; define and capture 
quality and safety measures; monitor and report performance and outcomes 
against these measures; feed these into a governance group and continuous 
improvement process; maintain a quality-improvement register to log initiatives 
to improve quality and safety

Manage adverse 
events in terms of 
clinical safety and 
quality

Continuously 
improve clinical 
safety and quality
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Where services are delivered in conjunction with service workers, have 
processes to ensure clinicians involved in the design and delivery of services 
have the necessary skills, experience and qualifications for these roles and 
work within a defined scope of clinical practice; and that technicians involved 
in the design and delivery of services have the necessary skills, experience 
and qualifications for this role

Where services are delivered in conjunction with service workers, have 
processes to assign safety and quality roles and responsibilities for service to 
the workforce; and support the workforce to understand and perform their roles 
and responsibilities for safety and quality

Where services are delivered in conjunction with service workers, have 
training systems that assess the competency and training needs of the 
workforce; implement a training programme to meet its requirements arising 
from these standards; provide orientation training that describes roles and 
responsibilities for safety and quality for new members of the workforce; 
provide access to training to meet its safety and quality training; and monitor 
the workforce’s participation in training

Where services are delivered in conjunction with service workers, have valid, 
reliable and fit-for-purpose performance review processes that require members 
of the workforce to regularly take part in a review of their performance; identify 
needs for training and development in safety and quality; and incorporate 
information on training requirements into training systems

Operate with an 
appropriately 
qualified service 
workforce

Ensure clarity 
in roles and 
responsibilities

Ensure the service 
workforce is skilled

Manage service 
workforce 
performance

5. Commit to a robust service workforce

Have systems to identify service consumers who are at risk of harm, including 
self-harm and suicide; effectively respond to service consumers who are 
distressed, have expressed thoughts of self-harm or suicide or have self-
harmed; identify service consumers whose healthcare needs are beyond 
the scope of the service; have protocols that specify the criteria to call for 
emergency assistance; and provide information to service consumers with 
healthcare needs beyond the scope of the service on where to access 
services appropriate to their clinical need

Prevent harm and 
suicide

Where services are delivered in conjunction with service workers and target 
consumers with different cultural and linguistic backgrounds, have strategies 
to improve the cultural safety and cultural competency of the workforce 
to meet the needs of culturally and linguistically diverse and other non-
mainstream population groups; partner with a service workforce that is 
competent in servicing the cultural and linguistic needs of the diverse groups

Ensure cultural 
and safety training 
for the service 
workforce
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6. Promote data privacy and transparency

Have mechanisms and easy-to-use functionality for consumers to ensure they 
understand exactly what data will be captured, what the purpose of capturing 
this data is and who this data will be shared with – all presented in plain and 
easy-to-understand language

Where a service collects individual consumer data, have systems in place for 
the collection, use, disclosure, storage, transmission, retention and destruction 
of data that is provided: information on the types of data collected and how 
the information is used or shared; information on any interoperable healthcare 
services; information on who has access to the data, including through data-
sharing agreements, provision or sale to third parties; timely information if 
requests to access data by external parties are granted by the provider; 
protection of data that was provided anonymously or using a pseudonym; 
prevention against the reidentification of anonymous or deidentified data and 
notification if the service ceases to operate or changes ownership

Where data is captured and/or shared, have mechanisms for consumers 
to: control the sharing of information where applicable such that consumers 
can withhold consent for the collection, storage or distribution of their 
personal data; opt in or out of sharing their data with third parties, including 
for research purposes; access in-app controls and checkpoints before data 
is shared with another party to deliver the service (e.g. sharing personal 
contact details for a referral); access in-app or overall consent controls that 
permit consumers to opt in or out of sharing their data for research or other 
purposes not directly linked to the service; have disclosure where their data 
is shared to get revenue (e.g. advertising or paid contributions to analytical 
datasets; control the level of personal data shared with other consumers/
peers or the public throughout the use of the tool

Inform consumers about any data that is captured through use of their 
service and ask for their consent to the data capture; ensure they are 
adequately informed as to what data is captured and how this data is used, 
and that they have the opportunity to control any data capture or information 
sharing resulting from the use of the service

Provide information on the model of care, purpose, evidence and risks, 
which complies with legislation and best practice; ensure such information 
is easy to understand and meets the service consumer’s needs; explain the 
purpose of the solution; explain the rationale for the proposed model of care 
or service; adequately inform service consumers about potential risks

Use informed 
consent for data 
privacy

Have system controls 
for data privacy

Allow data 
management by the 
consumer

Gain consent to 
capture data

Gain informed 
consent for data 
usage
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7. Maintain data and information security

Where a service collects personal information, maximize the safety and quality 
of care through the design of services and the use of internal access controls; 
have a system for data encryption and use a risk-based approach to assign 
responsibility and accountability for data encryption; develop a key management 
plan to detail key encryption protocols and allocate appropriate encryption 
permissions; support systematic audit of encryption keys and protocols

Where a service collects personal information, have information security 
management systems and use a risk-based approach to assign responsibility 
and accountability for data security; complete and maintain an information and 
data inventory; protect data in transit and at rest; protect against interruption, 
damage or disconnection of the service; assess the size and extent of threats 
to information assets; consider and mitigate vulnerabilities and threats; conduct 
regular updates, reviews and audits of information security; and detect, respond 
and report to the governing body, workforce and service consumers on 
information security incidents and technical faults

Where a service collects personal information or clinical data, have processes 
that authenticate service consumers and match them to their care; protect the 
anonymity of the service consumers where this is part of the model of care; 
use appropriate identifiers for service consumers according to digital services 
best-practice guidelines

Have secure data 
and information 
through systems for 
data encryption

Have secure data 
and information 
through systems for 
data security

Have secure data 
and information 
through systems 
for consumer 
authentication

8. Ensure healthcare records interoperability

Where a service captures or stores healthcare information, have healthcare 
record systems that comply with healthcare data security legislation and 
regulations; implement technical and operational procedures that also comply 
with the above; comply with cloud-based security and privacy standards when 
using cloud-technologies; support the systematic audit of clinical information; 
ensure information is secure from unauthorized access/changes/edits/deletions; 
allow consumers to update, verify and change information held about them

Where a service is delivered in conjunction with service workers and involves 
named referrals, have healthcare record systems that comply with healthcare data 
privacy legislation and regulations; integrate multiple information systems where 
they are used for referrals or integration with other systems; use national patient 
and provider identifiers and standard national terminologies and ontologies

Where a service captures or stores healthcare information and personal 
information, have healthcare record systems that ensure the creation and 
maintenance of accurate healthcare records and personal information using 
clear editing and access permissions; tag all healthcare information and personal 
information against a unique identifier; routinely audit records for accuracy

Where a service is delivered in conjunction with service workers, have 
processes to effectively communicate when all or part of a service 
consumer’s care is transferred; determine minimum information content to be 
communicated when care is transferred; set out the process for a transfer of 
care in line with the model of care; assess risks relevant to the service’s context 
and the particular needs of the service consumer when a transfer of care 
occurs; support service consumers to be involved in the transfer of their care; 
refresh the relevant information-sharing agreement and informed consent with 
the consumer

Make responsible 
use of healthcare 
records

Provide 
interoperable 
healthcare records

Enable bidirectional 
management of care

Ensure accuracy of 
healthcare records
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Where a service is delivered in conjunction with service workers and involves 
named referrals, use systems that optimize the safety and quality of care to 
service consumers; use national patient and provider identifiers; use standard 
national terminologies and ontologies; manage access to the system by the 
workforce to comply with legislative requirements; maintain the accuracy and 
completeness of the clinical information that the vendor uploads in the system

Manage referrals 
responsibly

9. Orient around person-centred design

Partner with service consumers to minimize the barriers to accessing services 
associated with hardware, software, data requirements and platform of the 
services; minimize the barriers to accessing the services relating to language, 
location, age, ability and technology literacy; ensure services are compatible 
with commonly used assistive technologies; meet relevant standards for web 
or app design; regularly review access to services and take action to improve 
access by the target consumers; use communication mechanisms tailored to 
the diversity of service consumers

Have processes to assess and optimize the usability of each service, including 
processes that meet service consumers’ functional requirements according to 
the service’s claims, and means of measuring and maximizing service consumer 
satisfaction for the service

Where the service has a therapeutic purpose, consider processes to optimize 
consumer engagement, including providing options for consumers to actively 
engage with the service and measure adherence of consumers by tracking 
engagement and usage 

Promote accessibility 
and reach

Ensure high usability

Promote positive 
consumer experience

Support the communication of information to service consumers, and their 
support people, including products and services that meet the needs of the 
targeted consumers and are easy to understand and use; tailor content to the 
diversity of service consumers; communicate clearly and appropriately with 
the targeted consumer group, using language that is culturally appropriate 

Partner with service consumers and carers from target consumer groups; 
have processes to involve a mix of people that are reflective of the diversity of 
service consumers and target consumers; provide orientation, support and 
education to service consumers, carers and service consumers who partner 
with it; incorporate the consumer’s views and experiences into the governance, 
planning, design, measurement and evaluation of services; incorporate the 
consumer’s views and experiences into the training and education for the 
service’s workforce

Where the vendor has processes to partner with service consumers to make 
decisions about their current and future care, identify a substitute decision-
maker if a service consumer does not have the capacity to make decisions for 
themselves 

Where a service shows a therapeutic intent or claim, document the purpose 
and intent of the model of care for each service and the context in which it will 
operate; define the intended consumer demographic and their needs; match 
the model of care or therapeutic intentions to the target consumer’s needs; 
monitor and evaluate the performance and effectiveness of the model of care; 
assign accountability for maintaining and improving the effectiveness of the 
model of care

Tailor communications 
and services to 
diverse groups

Co-design service 
and governance with 
service consumers

Use a person-centred 
model of care

Empower service 
consumers to make 
decisions relevant to 
their care
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Co-design services 
with vulnerable 
cohorts

Demonstrably incorporate a co-design approach using vulnerable cohorts 
whose design input influences the final service provision and supports the 
workforce to understand and perform their roles and responsibilities for 
safety and quality with identified vulnerable cohorts

10. Promote social and cultural respect

11. Commit to equity and justice

Have processes to assess and minimize the stigma and discrimination for 
persons using mental health services, including removing barriers to service; 
provide similar levels of quality of care to all service consumers; include 
aids for people with a disability; treat service consumers with privacy and 
respect; treat service consumers fairly, equally and with dignity; implement 
necessary feedback and assessment systems, including risk assessment 
and editorial review

Identify the diversity inherent in targeted service consumers; ensure that a 
broad-based analysis is undertaken of consumers’ cultural needs and norms; 
include people with diverse backgrounds in the design of the tool; identify 
groups of service consumers who are at higher risk of harm or exclusion; 
identify groups of service consumers who may have disadvantages or 
disabilities that affect tool use; incorporate information on the diversity of service 
consumers and higher-risk groups into the planning and delivery of the service

Ensure services 
are free from 
discrimination

Show social and 
cultural respect

Actively enhance the tool’s features for better cultural, economic, geographic 
and health outcomes by making good use of data evidence to tailor services 
to improve outcomes, avoiding the introduction of institutional bias from age, 
gender, ethnicity and social-economic status perspectives; have processes 
in place to apply and monitor progress towards closing the gap in mental 
health services for traditionally vulnerable communities, providing greater 
equity of service to vulnerable cohorts, and connecting service consumers’ 
anonymized feedback to help resolve systemic inequities 

Put systems and processes in place to surface and address underlying racism 
or marginalization for service consumers, address institutional racism within the 
mental health sector and eliminate internal service bias

Have systems to minimize the risk of exploitation, including coercion, 
harassment, abuse, bullying and hate crimes against service consumers; 
minimize the risk of children and young people being harmed by the service; 
preserve the dignity of service consumers

Govern responsibly and comply with a charter of ethical principles or values

Promote equitable 
health outcomes

Prevent racism and 
marginalization

Govern responsibly 
on ethical principles 
or values

Prevent coercion 
or exploitation in 
services

Govern responsibly 
on equity, ethics and 
diversity

Have a governance structure to implement the organization’s equity, ethics 
and diversity strategies; have a diverse representation in the governance 
structure; have processes in place to monitor and address issues 
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12. Advertise responsibly and accurately

13. Enact a responsible business model

14. Operate with accountability and accept feedback and complaints

Where the service makes a therapeutic claim, ensure that the claim is based 
on independent evidence, founded on sound therapeutic principles, can 
be objectively verified, does not set unrealistic expectations for consumers, 
is statistically significant and relevant and considers the placebo effect or 
counterfactual baseline

Operate a responsible business model, where the business results and 
incentives are aligned with the overall success of consumers, employee 
incentives are aligned with company/business incentives, consumers can 
expect long-term access to and support from the service, and there is a 
transition plan for consumers if the service is no longer viable

Have a feedback and complaints management process or system in place, 
and seek regular feedback from service consumers about their experiences 
of the service and outcomes of care, including how they have provided 
culturally appropriate care; encourage and supports service consumers to 
report complaints and feedback; involve service consumers in the review of 
complaints and feedback; have data-capture processes to address feedback 
on system-level inequities; resolve complaints and feedback in a timely way; 
provide timely feedback to the governing body, the workforce and service 
consumers on the analysis of complaints and actions taken 

Ensure advertising related to services, products or functionality complies 
with local advertising standards, consumer laws and regulatory requirements 
and is appropriate for the target consumers; ensure therapeutic or clinical 
claims comply with local advertising standards, consumer laws and 
regulatory requirements

Provide service consumers with clear and transparent information on the direct 
costs to access the service, estimated data usage requirements for using the 
service, and other substantial indirect costs that may be incurred

Have a charter of rights in place that is consistent with local legislation and 
regulation, is easily accessible to service consumers and their support people, 
articulates any warranties, offers a mechanism to raise complaints or provide 
feedback to the vendor and outlines the claims process for breach of any 
warranties

Make responsible 
therapeutic claims

Put in place a 
responsible business 
model

Demonstrate 
accountability for the 
too

Advertise 
responsibly by 
avoiding false 
and deceptive 
statements

Be transparent about 
costs to service 
consumers

Uphold the rights of 
service consumers

Ensure that in-product advertising complies with local advertising 
standards, consumer laws and regulatory requirements and is appropriate 
for the target consumers

Ensure responsible 
and ethical in-product 
advertising
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15. Provide a sustainable platform and continuity of care

16. Govern AI/ML responsibly

Actively manage the continuity of services by maintaining platform and 
operating system updates and patches on an ongoing basis; regularly 
update the service as required for security or feature improvements; 
effectively communicate service changes or interruptions to service 
consumers; have a change control board and governance in place; conduct 
adequate testing and regression testing as part of the release management 
cycle; have adequate backup and recovery mechanisms in place; have a 
business continuity plan (BCP)

Where a service is delivered in conjunction with service workers, provide a 
stable platform that has the requisite level of availability and operating hours to 
meet business and clinical needs; monitor platform availability; specify hours 
of service/operations to consumers; ensure that issues are resolved in a timely 
manner; provide adequate helpdesk and support services; have a business 
continuity plan (BCP) in place

Keep systems and 
services up to date

Ensure platform 
stability and 
availability

Where a service uses artificial intelligence or machine learning (AI/ML), 
ensure that quality systems and good AI/ML practices are in place, including 
appropriate evaluation of the validity of the AI/ML’s clinical, clinical association 
and analytical functions; establish appropriate data management, feature 
extraction, model training and model evaluation practices and practices to 
assess the relevance of available data for the clinical problem; ensure data 
acquisition that is consistent, relevant and generalizable; set out appropriate 
separation of training, tuning and test datasets; ensure appropriate assessment 
and clarity of the algorithm and its output

Where a service uses AI/ML, conduct an appropriate pre-release risk 
assessment of the models, including assessing the performance parameters, 
inputs, intended use and potential real-world impacts; develop an algorithm 
change protocol that contains allowable limits for changes in performance, 
inputs and intended use; ensure protocols for quality and good AI/ML practices, 
including data management, model retraining, performance evaluation, update 
procedures and triggers for updating the risk assessment

Put in place quality 
systems and good AI/
ML practices

Monitor and 
publish real-world 
performance

Establish pre-
release review 
and modification 
governance

Where a service uses AI/ML, monitor the real-world performance, safety and 
use of the AI/ML models and work with transparency by publishing model use 
and performance information appropriately to relevant internal and external 
stakeholders such as clinicians, regulatory bodies, partners and consumers
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Ethical AI in mental 
health

3

Our approach to ethical and moral dilemmas 
creates a social licence to operate with our 
communities and acts as a bridge to ethical 
innovation in mental health.

Below: Joel Clayton, Twenty20
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The application of an audit-based approach to 
digital mental health governance will not solve 
every ethical dilemma that presents itself because 
disruptive innovation introduces novel solutions and 
new moral questions, and only partially answers 
the question of how to work ethically within our 
community. This leaves questions such as: How 
to solve the new moral dilemmas presented by 
the increasing complexity of innovations that are 
specifically designed to affect behaviour, thinking 
and emotion, new modality options, different models 
of care, changes in social and cultural norms or a 
changing political and regulatory landscape? How to 
make ethical business decisions when technology 
may provide new means to harm consumers? How 
to stay current when the definition of what is ethical 
and moral is subjective and changing? How to show 
our community that we continuously operate ethically 
within our society, to earn its trust?

In determining how to create ethical AI in mental 
health, an ethical framework can be applied in order 
to interpret presented ethical dilemmas, involve 
stakeholders, consumer and community members to 
encourage debate and come to acceptable solutions, 
adapt that framework to AI/ML and disruptive 
technology and sustainably operate ethically in the 
long term. The possible detrimental effects of AI 
go beyond algorithmic bias and extend into the 
complicated relationships that AI systems have 
within human communities and the propagation of 
error through multiple layers in computer decision 
networks. When faced with an ethical dilemma, the 
outcome of not making a decision is effectively still 
making a decision to do nothing, and this can be 
especially detrimental when the associated outcomes 
could be harmful to individuals, communities 
and businesses, and have legal or reputational 
consequences. It is also important to note that seeing 
an ethical dilemma as a barrier may mean missing out 
on novel opportunities and breakthroughs that could 
improve our mental health and well-being.

In frameworks for making ethical decisions – 
such as those from Brown University54  or the 
Markkulla Center for Applied Ethics55 – we find a 
methodology for solving ethical dilemmas but no 
consideration of the unique challenges presented 
by data and AI, or how to involve the consumer, 
carer and clinical community in the process 
to develop greater social capital and a social 
licence to operate, a fundamental part of human-
centred design for mental health. Many papers 
on the principles for ethical AI, such as those 
recommended in the World Economic Forum’s 
Empowering 8 Billion Minds report,56  or the OECD’s 
Principles on AI,57  propose a principles approach, 
such as: AI should benefit people and the planet; 
AI should be designed with respect to the rule of 
law, human rights, democratic values and diversity; 
AI should have transparency, explainability, 
responsible disclosure, robustness, safety, 
contestability and accountability. These principles 
leave the difficult practical implementation up 
to the developer. In the Proposed Regulatory 
Framework for Modifications to Artificial Intelligence/
Machine Learning (AI/ML)-Based Software as a 
Medical Device,58  the US FDA proposes a risk-
management, quality systems and good machine 
learning practices system approach to ensure 
ongoing safety, which is largely covered by the 
requirements set out above. In the paper A Moral 
Licence for AI, Deloitte, CSIRO and Data61 argue 
that “fair” or “ethical” algorithms or development 
methodologies are not necessarily achievable in 
increasingly complicated systems, and that the 
right solution is an agreement to operate with 
a community through transparency and shared 
decisions on the best course of actions, or a 
“social licence to operate”.59  Below we provide 
a practical approach for an organization to apply 
ethics to disruptive technology and AI in mental 
health, providing transparency, fairness, social 
capital and a way forward in an open universe of 
ethical situations.

Ethical primer3.1
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A framework for the ethical operation of AI in mental healthF I G U R E  8

1. Develop and describe the functional intent and the intended stakeholder communities

By accurately describing the intent of a tool, service 
or decision AI, we define the objective for which we 
intend to train or optimize the service; the outcomes 
against which we can measure the consequences 
of our actions; and the communities that may be 
affected by, and are affecting, those decisions and 
outcomes. An accurate description provides a 
basis for identifying risks and ethical dilemmas and 
a starting point to engage the community in solving 
these dilemmas. An accurate description may, while 
avoiding technical jargon or technology specifics, 
include the following:

 – Intended consumers and stakeholders: 
to determine our human sphere of influence, 
including demographic, geographic, social 
and cultural specificity. Other stakeholders 
may include clinicians, service workers, health-
system owners, insurance providers and the 
cohorts used for data sources

 – Intended state of the health situation or 
conditions of the consumers: including 
the type of disease or condition, and the 
seriousness of the condition

 – Significance of service to managing those 
health conditions: describing the intended 
use of the information to prevent, diagnose, 
treat, manage or inform management of the 
consumer’s conditions or situations

 – Information and data: used by both 
humans and machines to make decisions 
or the information that is being created and 
disseminated by the system or tool

 – Decisions and actions: judgements made by 
humans or machines while providing services or 
tools such as diagnosis, consumer management 
or treatment options
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2. Identify the value conflicts that may generate ethical dilemmas in the context of your 
impacts within the community

3. Model the clinical impact

An ethical dilemma may come from uncontrolled 
bias within the dataset or an inappropriate choice 
of algorithm or outcome measures, or from the 
application of a decision and actions to a consumer 
or community and their reactions – in other words, 
the feedback loop that is introduced into an 
environment with a new service or AI. For example, 
the introduction of an algorithm that selects the 
most relevant mental health information for a user 
may be unintentionally optimized to feed through the 
articles with headlines that are most picked by other 
users rather than to assess what is most relevant 
for that consumer’s situation, raising the question of 
how we decide what to show the consumer.

 – Data: Is the data used with consent, 
transparency and proper privacy, and are 
security controls in place? Do the datasets 
represent the target population demographically, 
culturally and clinically? Are there quality, 
consistency or bias issues? 

 – Model: Can we explain and interpret how 
the data is used to derive an answer? Have 
we introduced discrimination on grounds 
such as gender, sex, race, culture or medical 
background? Is the model clinically validated and 
more effective than current best practice? How is 
model performance measured over time?

 – Action and reactions: What is the mechanism 
of intervention? Is there a valid association 

between the clinical output of our model and 
the clinical condition of the user? How does the 
output action affect the consumer? How will 
the consumer react to the action? Does this 
system interact with other human and machine 
systems? How are our assumptions about the 
effects validated?

 – Feedback: How does our system measure 
external actions? What effect will external 
actions have on the system and its data and 
model over time? 

Two questions that may be asked when assessing 
a dilemma are: what are the objectives or rights that 
we are balancing in this situation, and what is the 
scale of worst-case to best-case scenario in this 
situation? 

For example, if we have identified that our ethical 
dilemma is: “When should we intervene if we identify 
a potentially harmful situation on public social media 
posts?”, we can say that we are balancing the natural 
right to self-autonomy with the objective of healthy 
individuals and healthy populations. The worst-case 
scenario is identifying suicidal or homicidal intent 
in a post, and the best case is, most likely, mild 
anxiety. Clearly, there is a personal rights issue here 
that makes this a difficult question, and perspective 
is needed because different situations may require 
different levels of intervention, or no intervention at all, 
depending on the balance of rights.

Measuring the impact on the consumer and 
the environment of introducing our system 
is fundamental to assessing whether the 
intervention is appropriate compared to the 
possible damage. Measuring the impact also 
brings clarity and transparency to the scale 
of intervention and effect. Clinical outcome 

measures may be based on symptomatology 
(e.g. CORE-OM, OQ-45), social disability 
(e.g. HONOS), needs (CAN), service usage 
or, increasingly, recovery outcomes (CHIME). 
Measuring must also be considered for the non-
clinical, but still important, outcomes such as 
environmental, financial and social impacts.
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4. Engage stakeholders 

5. Decide on action

6. Execute, measure and iterate

7. Ensure continuous evaluation

To gain a social or moral licence to operate, 
an organization must engage with the affected 
community. Our goal in consulting with the 
community is to identify and explore the range of 
solutions available. Consultation will provide insights 
into what members of that community consider to be 
possible/impossible and acceptable/unacceptable 
solutions. Through debate we may find the best 

balance of solutions – and we introduce transparency 
and accountability through public consultation, which 
provides an added layer of trust. Our prior work in 
describing the solution, understanding the ethical 
dilemmas and modelling the impacts will directly 
inform this debate. Arriving at decisions to balance 
opinion about difficult moral questions may be 
informed by three ethical approaches:

Many ethical situations make us uncomfortable 
because they may be novel and we can never fully 
know the answers. However, we must act. Our 
chosen course of action may not be the consensus 
view of the community we have consulted, yet it 
is informed by what the community may view as 
acceptable and unacceptable choices, narrowing 

down our final decision. We have provided 
ourselves with the greatest possible information 
to inform our actions and an audit trail to show 
how we arrived at our decisions. Be aware that 
our action may have intended and unintended 
outcomes, and as such we should be continuously 
monitoring those outcomes.

Modelling the impact of our actions, as undertaken 
in step 4, must continue after implementation to 
confirm our assumptions, review the consequences 
and unearth any unintended consequences. 

Being able to advertise the continuous impact of 
our system is also valuable in providing ongoing 
transparency and building trust with the community 
we are serving. 

Ensuring ongoing performance and operation 
to prevent safety issues and operate within the 
guardrails of our intended solution when implementing 
and updating the AI system is essential. Here the 
Proposed Regulatory Framework for Modifications to 
Artificial intelligence/Machine Learning (AI/ML)-Based 
Software as a Medical Device60  provides a roadmap 
for proper continual AI/ML governance:

 – An organizational culture of quality and 
excellence, with quality systems and good 
machine-learning practices

 – Pre-market review and specification of safety, 
ethics and effectiveness 

 – Algorithm change protocols to control the risks as 
expected performance or input modifications are 
introduced 

 – Real-world performance monitoring and 
publishing of results.

Produce the greatest balance of good over harm over large groups of the 
populations, recognizing a degree of pain and pleasure for some. This is a 
pragmatic approach in which the end justifies the means – and, taken to its 
logical conclusion, no action may be wrong if there is a net positive outcome

Enshrining ethical principles into laws, government policies and regulatory 
frameworks; a system of rights and duties and responsibilities that has consistent 
standards and applies to everyone in every situation. The means justify the 
outcome, but what are our rights in this situation? Do individual rights, laws and 
regulations exist that cover this situation?

Consequentialist 
utilitarian approach

Virtue approach

Deontological 
approach (rights and 
duties)

How do actions reflect on one’s character and traits? What action will make 
the action taker the most virtuous person or organization? The motivating 
intent is more important than the outcome
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Policy governance4

Functional, robust and flexible implementation of 
policy and regulations will drive the development 
of a safe, strategic and ethical digital mental 
health environment for the good of consumers 
and service providers.

Below: Francis Mascarenhas, Reuters.
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Several key elements of an assessment framework 
must be considered to regulate the digital mental 
health industry ethically and effectively.

Elements of a functional governance system4.1

Digital mental health evaluation frameworkF I G U R E  9

1. Framework vision and purpose

2. Framework stakeholders’ values and objectives

Clearly setting out the vision and purpose of the 
assessment framework is the way to develop 
an overarching purpose and set of goals, and 
communicate those goals to stakeholders in 
the system. In this instance, the assessment 
framework must encourage products that are 

safe, trusted, effective, equitable, ethical and 
sustainable. The vision and purpose should 
be refocused by the regulatory body in its 
regulatory, clinical and cultural environment. Our 
vision and purpose are outlined in the previous 
chapter. 

The vision and purpose of an assessment 
framework influences, and is influenced by, the 
values, principles and objectives of stakeholders. 
A human-centred approach should be used to 
identify key stakeholders and what they wish 
to achieve from implementing this regulation in 
digital mental health. This approach is especially 
important in being recovery-oriented and involving 
consumers in their own outcomes, even at a policy 

level, rather than being paternalistic. In this context, 
an assessment framework would ideally optimize 
the well-being and outcomes of consumers while 
simultaneously supporting the development of novel 
technology in mental healthcare. By identifying the 
stakeholders and consulting with them throughout 
the development of the framework, we are more 
likely to achieve outcomes that are important to our 
stakeholders.

Global Governance Toolkit for Digital Mental Health: Building Trust in Disruptive Technology for Mental Health 47



3. Framework services scope 

4. Service description

The framework services scope is where the 
regulator clarifies the applications and services 
that lie within the jurisdiction of the regulation. 
The services included and excluded should be 
determined by the therapeutic mental health 
and well-being outcomes that the services 
intend to achieve and the use of information and 
communication technology in support of that 
therapeutic outcome. The framework will play an 
important role in enforcement actions and should 
consider services and tools currently covered, or not 
covered, by other clinical regulations and policies. 

A definition of covered services will also have a 
degree of compulsion in its service coverage. For 
example, any tool being used to perform surgery 
clearly should be covered by consumer safety 
requirements. In well-being services, this may 

not be so clear-cut because there is a degree of 
self-autonomy and alternative therapies may exist, 
blurring the lines between clinical tool and consumer 
application. In balancing the clinical need for high-
quality services in mental health with the right to 
self-autonomy in well-being, some regulatory bodies 
in the mental health and well-being regulatory 
domain currently offer a degree of voluntariness to 
being included in their assessment.

The framework services scope is predicated on the 
service being accurately described. A description 
template that is easily digestible should include 
the product description, provider information, 
clinical evidence, data usage, privacy and security 
information. These factors are particularly beneficial in 
the context of digital mental health services because 
they also provide transparency and clarity for users.

An accurate, easily digestible and honest 
description of the service, reliant on the vendor 
fairly describing the service, is essential to help 
in assessing the service classification and to give 
consumers and clinicians the information they need 
to compare and make an informed choice among 
digital mental health services. Providing consumers 
in a particular location with descriptions that follow 
a similar template greatly aids them in finding the 
service that will best meet their needs, rather than 
the service that has the biggest marketing budget. 
An accurate description, in line with consumer 
needs and based on the Transparency for Trust 
(T4T)61 principles that are derived from experimental 
studies, will contain:

 – Provider information: including business name 
and local contact details

 – Product description: accurately describing the 
functional purpose, key product features, target 
audience and conditions

 – Clinical evidence: describing the therapeutic 
model of care along with the level of, and 
evidence for, validation of efficacy and 
effectiveness of the service

 – Data usage and privacy: what data is gathered, 
what is the purpose of capturing that data, how is 
it processed and to whom is it provided?

 – Security: describing the key security features of 
the service

 – Business model: showing how the service is funded 
and any third-party collaborations and partnerships
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5. Service classification and risk assessment 

6. Service assessment criteria

7. Service scoring and publishing

The level of regulations put in place via the 
assessment framework should reflect the level 
of risk the product or service poses to the user. 
A risk assessment is important to determine the 
strictness of the regulations that the regulator 
must implement. In the context of digital mental 
healthcare, the regulations must mitigate the 
risks of the products or services such that they 
are safe, trusted and ethical for users, but must 
simultaneously promote innovation and growth in 
the industry. It should be noted, however, that in 
the context of mental health, risk is often a word 
associated with stigma and discrimination by 
employers and society, and with paternalistic and 
restrictive therapeutic choices that are not always 
in the best interest of consumers. A preliminary 
classification does, in this context, act as a risk 
assessment; it defines the level of examination to 
apply to services and is used to outline what criteria 
are relevant or not relevant for a particular service. 
Classification across the following lines should be 
used to define mandatory, non-mandatory and 
supplementary assessment questions:

 – Therapeutic claims: what is the claimed 
level of evidence about the therapeutic 
effectiveness of the service? e.g. no 
therapeutic claims, evidence-informed, clinical 
validation in progress, or clinically validated 
and peer reviewed

 – Functional scope: what is the functional 
intention of the service for the consumer? e.g. 
educational, measurement, self-assessment, 
referral, support, diagnosis, primary care or 
specialist care

 – Data usage: what level of information does 
the service collect from consumers? e.g. 
anonymized data, personally identifiable 
information, basic health information or 
protected health information

 – Workforce: does the service connect consumers 
with a service workforce as part of the model 
of care? e.g. volunteers and peers, trained 
counsellors or licensed mental health professionals

The structure of the assessment criteria is 
crucial in providing the vendor with a clear set 
of requirements to achieve. The assessment 
criteria should be predicated on the ethical 
principles that underlie the regulations, thus 
communicating the importance of compliance 
to the vendors. Additionally, the assessment 
criteria should provide pass/fail examples of 

how to comply with a particular requirement in 
that jurisdiction to enable the vendors to easily 
understand how to comply with regulations. 
Providing clear, easy and logical assessment 
criteria to follow means that vendors are more 
likely to comply and engage with regulations, 
thus improving the safety and effectiveness of 
their product or service.

The assessment criteria may be scored by 
marking the pass/fail of each standard or 
criterion and providing an overall score; each 
standard could be linked to a desired consumer, 
clinical or strategic outcome, in order to 
provide a score for that outcome that better 
communicates achievement to that stakeholder 

group for comparison purpose. For example, 
linking each assessment criterion to one of the 
key values – safe, trusted, ethical, effective, 
equitable or sustainable – will produce a scoring 
rubric that indicates levels of adherence to each 
of these outcomes and can be used to quickly 
assess and compare services by consumers.
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Levels of regulation enforcement, from low-touch self-regulation to high-touch legislationF I G U R E  1 0

Regulatory bodies can adopt varying levels of 
enforcement along the light- to heavy-touch 
continuum of regulation, within a principles-based 
or rules-based framework. Examples of the ways in 
which varying levels of regulation can be practically 
implemented and a discussion of the implications for 
a digital mental health assessment framework are 
detailed below. Local regulatory environments will 
inform the decision as to the level of enforcement.

 – Acts and laws: acts and laws governing the 
regulation of goods and services are classified 
as “heavy touch”. The Australian Therapeutic 
Goods Act is a set of regulations and orders 
that outlines the criteria for therapeutic goods 
to be included in the Australian Register of 
Therapeutic Goods. Failure to comply with 
the Therapeutic Goods Act when developing, 
selling or advertising a product is a civil 
offence that carries civil penalties for the 
provider. Acts and laws provide a high level of 
assurance to consumers but represent a large 
enforcement overhead and are less future-
proof in design. As such, they tend to be 
made only to define the remit of the regulatory 
body, and not the specifics of the assessment 
criteria created by that body.

 – Pre-market authorization: pre-market 
authorization of a product requires a vendor 
to meet quantitative criteria points before the 
product can be put on the market. Pre-market 
authorization can be enforceable by law, as 
is the case with the Therapeutic Goods Act; 
however, this is not always the case. Pre-market 
authorization is most common for products that 
pose a high risk to users because this kind of 
regulation requires a high level of logistics and 
administrative work. Pre-market authorization 
can also act as a barrier to market entry for tools 
that require a large randomized control trial. 

 – Pre-approved library: a pre-approved library 
provides users with a set of products that have 

been assessed by the regulatory body and 
meet the criteria it has established. Inclusion 
in a pre-approved library may be voluntary for 
the vendor; it is largely beneficial because it 
legitimizes its product and provides the product 
with a greater reach into the market. Head 
to Health is a free resource developed by the 
Australian government that offers a database 
of pre-approved mental health resources, as 
well as access to pre-approved phone, chat 
and email services. A pre-approved library also 
represents a legitimate resource for clinicians.

 – Independent body regulation: independent 
bodies can regulate industries and professional 
services through licensing, membership and 
review panels. Independent bodies may be 
established as a separate entity to government 
regulation and may gradually legitimize 
themselves over time as an effective regulatory 
body. It is often the case that government 
bodies will collaborate with independent 
regulatory bodies to monitor or oversee an 
industry. This is the case with the American 
Psychological Association or similar regulatory 
entities such as the Royal Australasian College 
of Surgeons, where practitioners are required by 
the government to be a member of the entity in 
order to practise nationally. 

 – Kitemark: A kitemark is a product and service 
quality trademark that enables users to identify 
whether a regulatory body has assessed 
the product or service with which they are 
engaging. The key benefit of kitemarking as 
compared to completely voluntary regulatory 
standards is that it covers market education, 
where vendors must be audited in order to 
receive approval by the regulatory body. The 
Australian Heart Foundation Tick kitemark 
was established by an independent body and 
is approved and enforced by the Australian 
Competition and Consumer Commission: 
it provides consumers with information 

Low-touch self-regulation High-touch legislationCo-regulation

Policies, standards and 
guidelines

Government and 
industry working 
together through 
activities such as 
regulatory sandboxes 
and human-rights-
by-design strategies

Enforceable rules of 
industry and 
professional bodies

Law, courts and 
regulations
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on food and beverage nutrients and 
ingredients, enabling them to make better-
informed purchase decisions. A kitemark for 
international digital mental health services 
would lend legitimacy to the services that 
are approved while enabling the market to 
continue to develop.

 – Voluntary standards: regulatory bodies can 
also propose completely voluntary regulations, 
where recommendations are put forward 

regarding best business practice. In this 
instance, regulatory bodies run workshops 
or publish articles describing the regulations. 
Unlike kitemarking, vendors do not have to 
receive permission from the regulatory body 
in order to state that they have complied 
with their regulations. Additionally, because 
voluntary standards do not involve any level 
of audit, regulatory bodies must facilitate and 
encourage market education outside of their 
regulatory framework. 

Organizational structure options4.2

Government-run regulation 

Independent body regulation 

A government entity can either develop a new 
regulatory body or extend and augment the remit of 
an existing regulatory body, to govern and enforce 
regulation in the digital mental health ecosystem. 
In the first instance, the government establishes 
a new regulatory body whose sole purpose is to 
regulate the industry in question. For example, the 
Healthdirect organization was set up to connect 
health districts in Australia with free Australian health 

advice. In the second instance, the government can 
establish new guidelines for regulating this industry 
within an existing regulatory body. As an example, 
the Food and Drug Administration (FDA) in the US 
established a novel set of regulations to oversee 
the use of software as a medical device. In this 
instance, the FDA was a suitable regulatory body 
for this industry because it focuses similarly on the 
approval of medical devices.

There is capacity for an independent body to also 
regulate the use of disruptive technology in mental 
healthcare, especially given the cross-border nature 
of digital technology. There are several ways in 
which this independent body may be put together, 
funded and operated. 

Non-profit organizations can act as regulatory 
bodies. They are usually voluntary: donations and 
funding may be provided by philanthropists, industry 
donors or government bodies. PsyberGuide is 
a non-profit website that provides evaluations of 
digital mental health apps and a publicly accessible 
pre-assessed library of apps. It is aimed at clinicians 
and users, who can access the resources for free. 

For-profit organizations that act as regulatory bodies 
may receive funds from industry bodies that benefit 
from the accreditation the organization provides, or 
from users. They often deliver additional, independent 
legitimacy for the accredited organization. ORCHA 
is a for-profit library of digital health resources, 
with users paying a fee to access its regulated 
collection of resources. ORCHA also works with 
app developers to review, rate and market products, 
thereby legitimizing the vendor’s product. 

Independent regulatory bodies may also be 
membership-based, using a system in which 
members pay a fee to support operations. The 
American Psychological Association (APA) is a 
scientific and professional organization whose 
members consist of psychologists, psychology 
students, teachers of psychology and other 
mental health professionals. Members of the APA 
are required to abide by its code of conduct and 
ethical principles. While there are no direct legal 
ramifications for psychologists breaching the 
APA ethical standards, government bodies and 
employers expect psychologists to hold themselves 
to these standards. In some cases, government 
bodies and employers do not permit psychologists 
to practise unless they are a member of the APA.

Finally, vendors can self-regulate, either internally 
or by forming an independent body consisting of 
industry stakeholders. Self-regulation often involves 
setting out a code of conduct or set of principles 
that a company must follow. Google has outlined a 
set of principles it aspires to meet when using AI/ML 
and other advanced technologies. These include 
aspirations such as to “be socially beneficial” and to 
“be accountable to people”.
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Incentivizing innovation5

Our aim is not to restrict the global digital mental 
health ecosystem but to help it thrive – and 
integrate digital mental health into health and 
well-being operating models to deliver better 
opportunities and outcomes to consumers.

Below: Denis Balibouse, Reuters.

Global Governance Toolkit for Digital Mental Health: Building Trust in Disruptive Technology for Mental Health 52



A target operating model for digital mental health5.1

The target operating model for digital mental 
health and well-being is a system integrated with 
current health and mental health models and 
strategies that promotes the needs of consumers. 
Psychosocial well-being is influenced by a wide 
range of factors that may include an individual’s 
strengths and values, connections, relationships, 
support networks, culture, value systems and 
environmental conditions. The target operating 
model should be one that influences strategic 
decision-making on tools, services and options, 
in order to support the factors that influence the 
individual’s and the population’s psychosocial well-
being and mental health.

The intervention pyramid below illustrates a system 
that aims to be integrated, multilayered, needs-
based and broadly targeted, promoting well-being 
and psychosocial support while being focused on 
prevention. The system encourages services in the 
upper layers of the inverse pyramid and embraces 
individuals and communities, social considerations, 
basic services, risk-reduction efforts and the 
strengthening of resilience factors. Through early 
identification, readiness, resilience and support, we 
can increase well-being and reduce the incidence, 
impact and cost of mental health disorders, 
diverting mild cases from unnecessarily taking up 
specialist services.

Target operating modelF I G U R E  1 1

Adapted from the IASC 
(2007)62 and the Framework 
for Psychosocial Support in 
Emergencies (2016)63
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Individuals looking after their own mental health in 
this environment are likely to change their needs 
and desires in the course of their mental health 
journey and would be expected to use different 
supports dynamically, as their needs change over 
time, or multiple supports simultaneously. An 
individual is also likely to enter at any stage, using 
any service, with any level of severity of illness. 
Options at each intervention layer of the pyramid 
must provide needs-based services that range 
from broad-based services to more specialized or 
targeted interventions. It is expected that services 
rarely sit within a single layer of the pyramid and a 
single service may support consumers with varying 

intensity of interventions according to their needs. 
As people move away from self-care and closer to 
specialist services, the expectation of scrutiny of 
the service also increases. 

Integration and interoperability of services are 
to be encouraged to facilitate services that can 
make better use of data across the ecosystem 
for data-driven decision-making and enable the 
seamless movement of consumers within the 
ecosystem. Digital and non-digital solutions should 
be integrated to take advantage of each other’s 
strengths and offer the greatest number of options 
and opportunities to consumers.

The aim of a digital mental health governance 
framework is not to restrict new developments 
needlessly but to provide incentives for safe, 
strategic and trusted innovation. Focusing 
incentives, efforts and finances on mental health 
and well-being creates a huge opportunity to 
improve health and economic outcomes, and 
innovation brings great potential to accelerate and 
enhance those benefits. 

The global wellness market was estimated to be 
worth $120.8 billion in 202064  and the global mental 
health market $207 billion in 2020.65  At the same 
time, mental health is often seen as a social service, 
serviced by not-for-profit organizations, sidelined 
as a funding priority in health decisions and not 
a priority growth sector for investors. Although 
investment is changing, with $1.37 billion invested 

in mental health start-ups up to the third quarter of 
202066 in the United States, in many countries it is 
still a major challenge to fund the services that are 
so badly required, and lack of access to funding 
is consistently listed as the number one barrier for 
innovators in the sector. 

A governance system can and should be used to 
provide incentives for innovation in the ecosystem 
and for operations to scale with shared goals in 
mind. This may take the form of financial incentives; 
however, in order to nurture innovation and scale 
in mental health, access to resources such as 
consumers, data, research, knowledge and 
facilities can greatly ease the journey for providers. 
Below is a list of incentivization mechanisms that 
can be linked to adherence to governance, to be 
considered to develop the ecosystem.

Providing incentives5.2
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Lack of access to funding is still the number one barrier listed by innovators 
and providers in the digital mental health space, especially for operating in 
lower- and middle-income countries. Options include: 

 – Venture capital funding
 – Grants, foundations and social bonds
 – Integration with public healthcare pricing mechanisms
 – Integration with public and private insurance pricing mechanisms

Innovators and providers need to be supported with workshops and education 
programmes on how to improve their quality and safety, build capacity for 
sustainability and targeting of their services based on common service issues or 
common strategic goals for service targeting. Common example programmes 
and relevant topics include:

 – Health approval and commercialization
 – Human-centred and co-design methods for mental health
 – Data, privacy and security for digital mental health
 – Ethics of AI in healthcare and mental health 
 – Cultural and social adaptation for vulnerable communities

Financial incentives

Operational 
education and 
support

Access to and 
integration with the 
market

Services require access to both consumers and high-quality data in order 
to perform efficacy and effectiveness studies, to advance research and to 
understand how to customize their service to meet the evolving needs of a 
population. This may be done through:

 – Consumer research groups
 – High-quality anonymized electronic mental healthcare records
 – Anonymized population and demographic data
 – University and academic research groups, platforms and networks

Communities of expertise and storehouses of knowledge are vital to build 
on the work of others. These may be developed through the initiation or 
development of groups such as:

 – Universities
 – Research hospitals
 – Symposiums and conferences
 – Cooperative research centres
 – Collaborative research bodies

Research, data and 
testing

Communities of 
expertise

Access to consumers and the market is often a bidirectional relationship 
and many mental health consumers will present in existing health systems. 
Integration is vital and may be done through:

 – Integration with existing health and mental health systems as a new option 
for consumers 

 – Recommendation to clinicians through a pre-approved library, clinical 
education material or clinician governance groups

DescriptionIncentive
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Governance pilots6

Lessons learned from our toolkit pilots 
and other governance model examples.

Below: Ellie L, Twenty20
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Assessment approach and implementation model
In 2020, the New Zealand (NZ) Ministry of Health, 
in collaboration with the World Economic Forum 
and Deloitte, developed the initial Digital Mental 
Health and Addiction Service (DMHAS) Evaluation 
Framework as a part of its response to the He Ara 
Oranga report – the government inquiry into mental 
health and addiction – and the urgent need for 
remote mental health services presented by the 
COVID-19 pandemic.

The DMHAS framework covers mobile apps and 
online tools and is driven by guiding principles and 
goals that are intended to reflect the needs of all 
people in NZ.

The draft assessment approach was in the form of 
55 wide-ranging individual standards that reflect the 
needs of consumers and clinicians for safe, trusted, 
ethical, sustainable and effective solutions. These 
standards wee divided into mandatory questions, for 
all services, and supplementary questions, which are 
required – depending on the functional scope, data 
collected, therapeutic claims and service workforce. 
Each standard contained an objective to meet, 
suggested evidence to show a vendor has met the 
standard and examples of not meeting it.

The initially trialled implementation model is for the 
vendor to self-audit against the standards and submit 
their results and evidence to a third party, which 
acts as the audit reviewer and keeper of a publicly 
accessible pre-assessed library. A score is then 
calculated by linking each standard to an output of 
either safe, trusted, ethical, sustainable or effective.

Discussion
The process was trialled in 2020 with three app 
vendors, with Health Navigator acting as the 
evaluator.

 – Vendors gained awareness of what the market 
desired and an understanding of potential 
weakness

 – The preliminary questions gave an effective 
advertising template to communicate to 
stakeholders

 – The goals and principles centred parties on 
what was important in New Zealand

 – Vendors found the initial self-audit process to 
be onerous, as well as having security concerns 
about providing information to a third party

 – It was suggested that the staged evaluation 
processes be redesigned to make better use of 
an initial lightweight preliminary screen followed 
by more detailed evaluation, remediation, 
certification and re-certification steps Some 
criteria were too broad or repetitive and the 
mandatory and supplementary linking and 
scoring rubrics were not easily understandable. 
More granular assessment criteria were 
suggested, along with further co-design of 
standards and an improved hosting system

 – It was suggested that multidisciplinary 
evaluators (clinical safety, data/security, equity, 
accessibility, cultural fit and user experience) be 
recruited

 – It was proposed that the applicability be 
broadened to all health conditions beyond 
mental health

 – An iterative, collaborative approach to refining 
the standards framework was suggested

 – The importance of communicating clarity and 
alignment of the consumer- facing scoring to 
all stakeholders was stressed, and revising and 
including user feedback suggested

The framework is currently undergoing assessment 
and public consultation, and a final version it is 
expected to be released in June 2021.

Digital Mental Health and 

Addiction Service Evaluation 

Framework

(DMHAS Evaluation 

Framework)

New Zealand Ministry of 

Health

Pilot lessons from New Zealand
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Assessment approach and implementation model
The APA is the main professional organization of 
psychiatrists in the United States and works to ensure 
humane care and effective treatment for all persons 
with mental illness.

The App Evaluation Model is a system for 
psychiatrists to self-rate apps based on a hierarchical 
rating system. The process involves a short question 
screen before a five-step evaluation is performed, 
with each step answering a set of specific questions 
in that domain:

1. Access and background 2. Privacy and security

2. Clinical foundation

3. Usability

4. Data integration towards therapeutic goal

The APA does not self-rate apps but offers the model 
for individuals to make their own decisions. The 
result is not a specific score, but a set of information 
that will inform a decision. The Division of Digital 
Psychiatry at Beth Israel Deaconess Medical Center 
(BIDMC) has published a publicly available list of apps 
that it has assessed with the APA Evaluation Model.

Assessment approach and implementation model
The ACSQHC is an Australian public health entity 
focused on contributing to better health outcomes 
and experiences for all patients and consumers and 
improved value and sustainability in the health system 
by leading and coordinating national improvements in 
the safety and quality of healthcare.

These standards were developed in 2020 
through public consultation with a broad range of 
stakeholders. The standards consist of 59 individual 
actions that are outcome focused, divided into three 
categories:

 – Clinical and Technical Governance Standard

 – Model of Care Standard

 – Partnering with Consumers Standard

At the moment, these are offered as a voluntary 
standard for digital mental health providers in 
Australia. ACSQHC has provided supplementary 
information to aid stakeholders such as: following 
a risk management approach, conducting self- 
assessment, and tips for consumers and clinicians to 
choose a digital mental health service.

Discussion
 – The model equips individual psychiatrists with 

the skills to both self-assess applications and 
learn to think about what makes apps effective

 – The process encourages app developers to 
make information about effectiveness, privacy 
and security public and to be transparent

 – The evaluation process is not verified as 
individuals will make decisions based on publicly 
available data

 – While a distributed assessment model 
encourages free adoption and education for 
clinicians, it is an inefficient use of resources 
across an entire ecosystem

 – The lack of a number score is an effective way 
to encourage understanding of the application 
purpose rather than judging from a “top ten” list. It 
is balancing ease of readability with a fundamental 
understanding of the app

Discussion
 – The standards are an excellent example of 

applying a public consultation, or human-
centered, approach to developing standards. As 
such they reflect the needs of a broad range of 
stakeholders and are relevant and transparent

 – The format of the standards is largely in the 
form of outcomes and systems to ensure 
alignment with the consumer’s needs, systems 
of governance and risk reduction and safety and 
quality. There is limited coverage addressing 
specific disruptive technology issues in terms of 
data and AI

 – Without an implementation framework, the ability 
of the standards to affect the market is limited at 
this time
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Assessment approach and implementation model
NICE is a public body and an agency of the National 
Health Service (NHS) charged with promoting 
clinical excellence in NHS service providers in 
England and Wales.

NICE hosts a library of services that have been 
assessed for inclusion in their IAPT programme and 
integration to NHS services. The coverage is for 
clinical associated apps covering specific therapeutic 
issues. For inclusion, services undergo an intensive 
evaluation process that involves detailed reporting 
and peer review with external clinical assessors 
through the IAPT assessment briefings (IABs). This 
results in NICE either supporting, partially supporting 
or not supporting the service’s case for adoption 
within the NHS.

The review processes cover:

 – Content 

 – Technical standards 

 – Clinical effectiveness 

 – Cost and resource impact

Service testing is facilitated with services offered free to 
consumers during the evaluation process and funding 
is available to the providers to support the process. 
There is a facility for periodic review and assurance.

Discussion
 – The process provides a very high assurance that 

programmes being evaluated meet the stringent 
standards for efficacy

 – Assessing the services for cost vs. benefit is a 
core assessment to ensure improving service 
value over time

 – There is also a high time and effort burden 
associated with meeting the requirements, and 
the process and requirements are not clearly laid 
out

 – The process actively supports development of 
integration with the NHS and clinical models of 
care

 – The evaluation covers a small subset of services 
that are highly clinical and does not cover the 
many thousands of applications that exist

 – The evaluation process has been adapted from 
health application assessment and covers many 
of the clinical issues of health app assessment
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Assessment approach and implementation model
ORCHA is a private company that specializes in 
health app evaluation and advisory services. It 
aims to help governments, health and social care 
organizations to deliver health apps that will safely 
make the biggest impact in terms of improving 
outcomes. Revenue and funding are raised 
through app recommendation and matching for 
clinicians, app evaluation and accreditation and app 
development and integration advisory services.

For application reviews, ORCHA uses a seven-stage 
process:

1. Exclusion filters and categorization of publicly 
available apps

2. App level classification

3. App functionality and features

4. App compliance with standards including Data 
and Security, Clinical Assurance and User 
Experience, using a yes/no questionnaire with 
approximately 350 questions based on publicly 
available app information

5. App scoring

6. Developer notification and scoring

7. Post-publication review monitoring and 
management

ORCHA then offer a pre-assessed library of 
applications for healthcare professionals to integrate 
into their practice or systems. ORHCA also offer a 
range of advisory services to vendors and healthcare 
professionals.

Discussion
 – The yes/no questions offer an evaluation system 

with less overhead and that can be partially 
automated, greatly increasing the number of 
apps assessed

 – The advisory and support services provided 
greatly encourage growth in the ecosystem, 
scaling and proper integration for digital/human 
combined models of care.

 – As ORCHA is a private company, this can 
be seen to aid in its agility and focus on 
meeting market needs; however, there is less 
transparency about the evaluation process, 
which has been clinically validated but not 
publicly published, and the results, which are 
accessible only through a subscription

 – The evaluation is initially, and largely, based on 
publicly available information on the apps being 
assessed. This encourages apps to be publicly 
transparent about all important aspects of their 
apps. However, without strict auditing of the 
evaluation or information provided, there is a 
higher risk of misrepresentation in outcomes

 – The model has been assessed against user-
based scores
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Assessment approach and implementation model
In 2019 the OECD, the international organization 
that works to build better policies for better 
lives, developed its Recommendation on 
Responsible Innovation in Neurotechnology. The 
recommendation has 49 statements embodied in 
nine principles, which focus on:

1. Promoting responsible innovation

2. Prioritizing safety assessment

3. Promoting inclusivity

4. Fostering scientific collaboration

5. Enabling societal deliberation

6. Enabling capacity of oversight and advisory 
bodies

7. Safeguarding personal brain data and other 
information

8. Promoting cultures of stewardship and trust 
across the public and private sectors

9. Anticipating and monitoring potential 
unintended use and/or misuse

Discussion
 – Like many statements of principles for 

ethical AI, such as the Google Objectives 
for AI Applications or the Future of Life 
Institute’s Asilomar AI Principles, the OECD 
recommendation provides aspirational goals for 
all stakeholders to achieve

 – The recommendation specifically calls out the 
need for oversight and advisory bodies

 – The recommendation represents a broad set of 
stakeholder views.

 – The recommendation does not have an 
implementation model (assessment or scoring 
framework) and lacks specific recommendations 
on how to follow each recommendation
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Assessment approach and implementation model
One Mind is a not-for-profit project that aims to help 
people use technology to live a mentally healthier life.

PsyberGuide assesses mental health apps and 
publishes the results in its publicly available pre-
assessed library. The assessment is scored based on 
four core tenets:

 – Credibility – nine questions

 – Transparency – three-option scale

 – User experience – using the Mobile Application 
Rating Scale (MARS) 

 – Professional reviews – narrative review

PsyberGuide provides both the assessment and 
the pre-approved library. It also provides resources 
on mental health and digital mental health for 
consumers.within the NHS.

Discussion
 – The assessment process is transparent and 

publicly available

 – The process is based on publicly available 
information about the apps, encouraging 
transparency. However, it lacks independent 
audit verification

 – The standards create an easily digestible score 
for the user

 – The not-for-profit business model provides 
both a level of credibility to the process and 
the flexibility to work in a previously unchecked 
market, bringing a much-needed service to 
life. This should be balanced with long-term 
sustainability and scaling of the modelcare

 – The evaluation covers a small subset of services 
that are highly clinical and does not cover the 
many thousands of applications that exist

 – The evaluation process has been adapted from 
health application assessment and covers many 
of the clinical issues of health app assessment
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The European project E-Compared conducts comparative effectiveness research 
in different mental care settings on the cost effectiveness of blended internet-
based treatment for depression in comparison to standard care

The ETICA Project (Ethical Issues of Emerging ICT Applications) is a research and 
consulting organization that collaborates with other organizations to identify black 
box algorithmic vulnerabilities and retrains AI-powered technology with better 
source data and content

HIMSS is a non-profit organization that acts as a global advisory and thought 
leader to support the transformation of the health ecosystem through information 
and technology. In particular, HIMSS has initiatives to advance the safety and 
security of devices and systems through the Health Technology Alliance - with 
shared knowledge and idea exchange - and public policy interpretation, advisory 
and advocacy projects

ImpleMentAll (IMA) is a European collaboration, funded by grants from the EU, 
aiming for faster and more effective implementation of eHealth interventions. IMA 
provides implementation support and research for mental health app assessment 
through frameworks such as the Normalization MeAsure Development 
questionnaire (NoMAD), based on Normalization Process Theory (NPT), and Model 
for Assessment of Telemedicine (MAST)-based mental health app assessment 

NODE.Health is a not-for-profit organization in the US that brings together a 
large network of stakeholders to advise, advocate for, research and implement 
protocols for validation, clinical trials, publication and integration for the digital 
innovation ecosystem

The MARS is a multidimensional instrument for classifying and assessing the 
quality of mobile health apps. It focuses on engagement, functionality, aesthetics 
and information quality. It can also be used to provide a checklist for the design 
and development of new high-quality health apps
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